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Abstract

This w ork in tro duces Exp e ctat ion- o r ient e d Mo deling (EOM) as a conceptual and formal

framew ork for the mo deling and in�uencing of blac k- or gra y-b o x agen ts and agen t in teraction

from the viewp oin t of mo delers lik e arti�cial agen ts and application designers. EOM is unique

in that autonomous agen t b eha vior is not restricted in adv ance, but only if it turns out to b e

necessary at run time, and do es so exploiting a seamless com bination of ev olving probabilistic

and normativ e b eha vioral exp e ctat ions as the k ey mo deling abstraction and as the primary

lev el of analysis and in�uence. Exp ectations are attitudes whic h allo w for the relation of

observ ed and predicted actions and other ev en ts to the mo deler's in ten tions and desires on the

one hand and her b eliefs on the other in an in tegrated, adaptiv e manner. In this regard, this

w ork in tro duces a formal framew ork for the represen tation and the seman tics of exp ectations

em b edded in so cial con texts. W e see the applicabilit y of EOM esp ecially in op en domains

with a priori unkno wn and p ossibly unreliable and insincere actors, where the mo deler can

not rely on co op eration or pursue her goals through the exertion of strictly normativ e p o w er,

e.g. the dev elopmen t and assertion of �exible in teraction p olicies for trading platforms in the

In ternet, as illustrated in a case study .

T o our kno wledge, EOM is the �rst approac h to the sp eci�cation, prediction, analysis and

in�uencing of so cial in teraction that aims at tac kling the lev el of exp ectations explicitly and

systematically , and allo w for represen ting the b eliefs and the in ten tions of agen ts in terms of

empirical and desired predictions.

Keywor ds: Op en En vironmen ts, Computational Autonom y and T rust, Agen t Comm unication,

P olicy and Proto col Sp eci�cation, Agen t-orien ted Soft w are Engineering, So cial AI

1 In tro duction

A k ey fo cus of con temp orary agen t-orie n ted researc h and engineering is on op en m ultiagen t systems

[15 ] comp osed of in teracting truly autonomous agen ts [17 , 3 , 18 , 21 , 37 ]. This p oses new c hallenges,

as en tities in op en systems are usually more or less men tally opaque (e.g., p ossibly insincere), and

can come and go at their will. Th us, in teractions among suc h blac k- or gra y-b o x en tities usually

imply hea vy con tingencies in b eha vior - in the most general case, neither a p eer agen t nor the

system designer can b e guaran teed to kno w what go es on inside a truly autonomous agen t, with

what observ able result. These con tingencies can cause impro v ed p erformance at run-time (e.g., b y

increased system adaptivit y and �exibilit y , and the emergence of unforeseen problem solutions),

but can also b e a source of p oten tial unpredictabilit y and undesirable b eha vior at the so cial lev el.

Practically , this means that ev en for the most p o w erful participan ts and con trolling instances

in op en systems, it is neither realistic to assume that full con trol o v er autonomous en tities b eing

parts of the system (temp orarily or p ermanen tly) can b e guaran teed under all circumstances, nor

that the other agen ts can ev er b e fully predicted. Ev en if it w ould b e p ossible to con trol a MAS

fully , this w ould ob viously mean lo osing desirable system abilities whic h are based on autonomous

decen tralized con trol, suc h as the abilities to self-orga nize, to self-manage and to self-structure.
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T aking autonom y seriously means to accept that an y �strictly normative � (in the sense of

in�exible action-prescr ibing ) so cial-lev el exertion of con trol m ust b e abandoned � instead, desired

or p ersisten t in teraction patterns can only b e mo deled as revisable, basically uncertain descriptions

of p ossible or desired b eha vior whic h migh t or migh t not o ccur in actual op eration. Agen ts can

th us only use mo dels of in teraction as exp e cte d courses of so cial action that are alw a ys h yp othetical

unless when actually enacted b y them, their co-actor s , and designer-co n tro lle d en tities (e.g., case

to ols). A com bination of normative and delib er a ti v e motiv es in agen ts' actions (the former resulting

from previous system b eha vior, the latter from agen ts' autonom y) [7 ] mak es certain t y ab out future

in teractions imp ossible.

Starting from these observ atio ns , this article iden ti�es a no v el lev el of mo deling agen t in teractions

and th us of analyzing, designing and in�uencing agen t b eha vior and m ultiagen t systems: the

exp e ctation level . Exp e ctation-Oriente d Mo deli ng (EOM) is in tro duced as a conceptual and formal

framew ork for the mo deling and in�uencing so cial in teractions using agen t exp e ctations [20 , 24 ] as

the primary mo deling abstraction. The in ten tion b ehind EOM is to equip pro-activ e, autonomous

en tities in a MAS (ordinary agen ts as w ell as the system designer) with the means to represen t

the so cial (i.e., comm unication) lev el of the MAS (since, in the most general sense, exp ectations

can b e seen as the most fundamen tal represen tation of comm unication structures), and to tak e

action on this lev el to w ards their goals in a �minimally-in v asiv e� but e�ectiv e manner.

T o this end, w e aim at making exp ectation-lev el kno wledge ab out the an ticipated, dynamic

in teractional b eha vior of agen ts explicit and availa b l e to agen ts as w ell as to the system analyst

and designer. This o�ers the p ossibilit y for mo deling and in�uencing in teraction structures and

autonomous en tities whic h can not b e con trolled completely and whic h sho w a high degree of

b eha vioral dynamics, and allo ws to retain a high degree of autonom y b y using exp ectations as

v aluable kno wledge for reducing con tingency ab out eac h other's b eha vior and (public) goals.

Our approac h comprises i) the in tro duction of exp ectations for the passiv e and activ e mo deling

of agen ts and so cial in teraction (in strong demarcation from the usual mo deling of agen ts using

assumed men tal attitudes of the mo deled agen ts), ii) more sp eci�cally , the de�nition of exp ecta-

tion as a dynamic men tal attitude that is b oth obtained empirically from observ atio n and sub ject

to delib erate manipulation (in order to represen t and comm unicate desirable ev en ts), and iii) the

presen tation of principles and tec hniques for analyzing and setting up exp ectations in an ev olu-

tionary pro cess of mo deling and in�uencing agen t in teraction.

Doing so, w e co v er a wide range of aims and t yp es of exp ectation-holders: from the optimization of

the so cial b eha vior of �ordinary � , self-in terested arti�cial agen ts that mak e use of EOM in ternally

for their cognition and planing, up to the design of a whole MAS or imp ortan t constituen ts lik e

b eha vior p olicies and proto cols from the standp oin t of a h uman designer.

Concretely , w e presen t

1

� a formal framew ork for adaptive , empiric a l , normative and adaptive -normati v e exp ectations

within dynamic so cial c ontexts , and sp eci�cally the annotation of exp ected ev en ts with their

resp ectiv e de gr e e of exp e cte dness , degree of normativeness , and deviancy (div ergence of ex-

p ected and actual ev en ts). This allo ws to represen t b oth empirically obtained probabilities

(agen t b elief in terms of predictions) and to sp ecify desir e d pr ob abi l i ti e s in an in tegrated,

adjustable manner.

� formal represen tation languages for con text-sensitiv e and correla ted exp ectations in form of

Exp e ctation Networks (ENs).

ENs allo w to represen t in teraction patterns (e.g., proto cols and p olicies) with gradual �exibil-

ity and adaptivi ty , and to measure the actual adher enc e of autonomous en tities to b eha vioral

sp eci�cations (predicted as w ell as desired) at run time.

Another particular feature of ENs is that they are accompanied with algorithms for their

learning and incremen tal revision from ongoing exp eriences the MA mak es, apart from the

1

F or lac k of space, some details can b e found in [24 ] only .
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p ossibilit y to set them up man ually .

ENs also represen t the so-called empiric al semantics [29 , 23 , 27 , 28 ] of agen t comm unication,

cf. Section 2.4.6.

� means for the learning and revision of exp ectations from selectiv ely-o v er hea r d agen t com-

m unications, and for the enactmen t and comm unication of exp ectations facing other agen ts

(in form of so-called So cial Mirr ors [20 , 30 ] and Exp e ctation Engines ).

A t this, exp ectation-or ien ted mo deling is p erformed from the viewp oin t of mo delers, so-called

Mo deli ng A gents (MAs). A MA observ es agen ts and in teractions, and main tains and revises ex-

p ectations obtained from these observ atio ns and previous b eliefs, in ten tions and desires, in order

to e�ectiv ely mo del and in�uence his so cial en vironmen t. An MA can b e the MAS dev elop er or

an arti�cial agen t that acts on b ehalf of the designer, but also a self-in terested �ordinary � agen t

situated in a so cial en vironmen t.

By represen ting ev en the designer of an agen t-based application as an agen t conceptually , w e

constitute a no v el paradigm in agen t-orie n ted soft w are engineering in so far as this suggests that

the designer of op en MAS should not and can not b e gran ted the omniscien t, almigh t y p osition as

with ordinary soft w are. Rather, w e see her in the role of a primus inter p ar es among other agen ts,

that, although equipp ed with more p o w er than �real� agen ts, should aim for her goals so cially (i.e.,

comm unicativ ely) in in teraction with the other agen ts as far as p ossible. In addition, the op enness

of op en MAS suggests that the dev elopmen t of suc h systems can only b e done in an evolutionary

manner, with the need to monitor the system and to impro v e its mo del ev en after deplo ymen t

during run time. A w a y to put the conceptualization of system designers as agen ts in to practice in

a semi-automatic manner is to assign the designer an in telligen t, agen t-lik e case to ol, as prop osed

in [5 ] and in section 3.1.

As far as w e kno w, EOM is the �rst approac h to the sp eci�cation, prediction, analysis and

in�uencing of so cial in teraction that aims at tac kling the lev el of exp ectations explicitly and sys-

tematically . EOM adopts the concept of agen t exp ectation from [20 , 24 ] and is also strongly

in�uenced b y the EXP AND metho dology ( Exp e ctation-Oriente d A nalysis and Design ) [5 ] and

the concept of Mirr or-Holons [30 ]
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. EOM also p ossesses a strong so ciolog ica l bac kgro und; more

sp eci�cally , its underlying view of so cialit y is quite close to Luhmann's So cial Systems The ory [22 ],

as it has b een adapted to arti�cial agency .

The remainder of this article is structured as follo ws. The next section presen ts the generic

conceptualization of exp ectations and so-called Exp e ctation Networks as represen tation means

for in teraction structures. Section 3 describ es EOM, and sho ws ho w a feasible and adequate

incremen tal pro cess can b e deriv ed that exploits the imp ortance of the exp ectation lev el. This

is follo w ed b y an exempli�cation of the usefulness of our approac h in a case study based on a

�car-tra ding platform� application scenario in Section 4. Finally , Section 5 pro vides more general

considerations on the c hallenge of the mo deling of autonomous systems and explicates relationships

to other metho ds and approac hes .

2 Exp ectations

An exp ectation can b oth express ho w m uc h a future ev en t wil l happ en and/or should happ en.

The di�erence of b oth is represen ted b y the degree of adaptivit y (or in v ersely: normativit y) of the

exp ectation: The exp ectation of a desired or in tended rep eatable ev en t will c hange less in case of

2

Mirror-Holons are higher-lev el agen ts whic h represe n t all their b eliefs and goals in form of exp ect a t ion s, and

can eac h execut e en tire so cial programs emergen t from comm unication pro cesses.

3

In con tra st , EOM is not directly related to the approac h b y T r an [36 ], whic h is based on a di�eren t meaning

of the term �exp ectat ion �, and deals primarily with the p ercep t ion la y er of agen ts. Both approac h e s migh t b e

complemen tary to eac h other, but further researc h w ould b e necessary to mak e out the exact relationship.
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a disapp oin tmen t of the exp ectation.

Exp ectations are related to the o ccurrence of an ticipated b eha viora l or other ev en ts (�ev en t� in a

broad sense, e.g., �agen t x utters message m to agen t y �, �agen t y p erforms action a� or �the alarm

b ell is ringing�). A ma jor consequence of the autonomous b eha vior of agen ts is that a certain

agen t app ears to agen t and non-agen t observ ers more or less as a black b ox whic h cannot fully b e

predicted and con trolled. This obscurit y and uncon trollabilit y is particularly salien t in op en m ulti-

agen t systems (op en MASs). Because only the actions of an autonomous agen t in its en vironmen t

are kno wn to an observ er, while its men tal state remains obscure, b eliefs and demands directed

to the resp ectiv e other agen t can basically b e st ylized only as m utable b eha viora l exp e ctations

whic h are ful�l le d or disapp o i nte d in future ev en ts. In the case of disapp oin tmen t, an exp ectation

can either b e revised in order to consider the new p erception accurately (so-called ful ly-adap ti v e

exp ectations), or the exp ecter decides to k eep this exp ectation ev en con tra-factually (so-called nor-

mative exp ectations), or to revise (resp. main tain) it only to a certain degree ( adapti v e -normati v e

exp ectations). In the t w o latter cases, the exp ectation holder lik ely also decides to tak e action

in order to mak e further disapp oin tmen ts of this exp ectation less probable (b y , e.g., sanctioning

unexp ected - so-called deviant - b eha vior). And in an y case, the exp ectation can b e strength-

ened/w eak ened if an exp ected rep eatable ev en t turns out to b e useful/useless afterw ards.

Th us, exp ectations can not only express ho w the resp ectiv e other agen t wil l lik ely b eha v e, but also

ho w he should b eha v e from the viewp oin t of the exp ectation-holder. In addition, exp ectations can

address the b eha vior of the exp ecter himself also, whic h can b e useful for the exp ecter in order to

mo del his self-commitmen ts, and to comm unicate them to other agen ts in form of uttered exp ec-

tations. As w e will see in 2.4.6, exp ectation can also b e used as an ev en t semantics , expressing

the meaning of ev en ts (esp ecially of agen t comm unication messages) in terms of exp ected ev en ts

( empiric a l semantics [29 , 23 , 27 , 28 ]).

Exp ectations are called empiric a l (or emer gent , when alluding to their newness from the

exp ectation-holders viewp oin t) if they are formed empirically from observ atio ns of ev en ts. In

con trast, an MA can form exp ectations not only from her previous or empirical kno wledge ab out

her so cial en vironmen t, but also from her individual intentions and desir es , resulting in so-called

normative or adaptive -normati v e exp ectations

4

. In case the MA is or represen ts the MAS de-

signer, these kinds of exp ectations can represen t for example so cial norms, obligator y p olicies,

proto cols and agen t comm unication language seman tics, and orga niza tio na l structures, or foster

the maximization of so cial w elfare and system coherence.

The dic hotom y of adaptivit y vs. normativit y re�ects the am biguous meaning of the term �ex-

p ectation� in natural language, whic h comprises b oth the an ticipation of pr ob able as w ell as of

desir e d or planne d b eha vior, with an adjustable transition of b oth st ylizations. This mak es ex-

p ectations esp ecially appropria te to the mo deling of autonomous systems, where an adjustmen t

of the MA's goals and constrain ts on the one hand, and the delib erate allo w ance, una v oidabilit y

or unpredictabilit y of autonomous b eha vior on the other has to b e found.

Since empirical exp ectations are usually adaptiv e also, and adaptiv e exp ectation b ecome empirical

during the course of observ atio n, the attributes adaptiv e and empirical are more or less exc hange-

able in practice.

F or the purp ose of this pap er, w e use the terms agen t �goals � and �desires� collo quially , and

found the formal approac h in the agen t's �b eliefs� and �in ten tions� only , the later th us indirectly

also comprising goals and desires in a quite broad, �exible understanding of the term in ten tion. A t

this, �in ten tions� are used to mo del states or ev en ts an agen t commits himself to reac h, including

suc h states/ev en ts he cannot bring ab out himself directly . Therefor, the commitmen ts of other

agen ts sho w up indirectly as self-commitmen ts of the MA, i.e., if the (p ossibly insincere) other

agen t is someho w committed to p erform some action in fa v or of the MA, the MA migh t b e self-

committed to actually bring ab out this action indirectly b y in�uencing the other agen t. �Agen t

4

Since an exp ect a t ion migh t b e hold purely sub jectiv ely and hidden, and ev en normativ e exp ect a t ions ha v e no

legislativ e p o w er p er se , w e do not iden tify normativ e exp ect a t ion s with so cial norms [22 ], except from the case

the exp ect e r represe n t s the MAS or is some en tit y with normativ e p o w er. But adaptiv e-nor mativ e and normativ e

exp ect a t ion s are a w a y to represe n t norms, of course.
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a1 in tends that agen t a2 p erforms action x � is th us to read as � a1 in tends to get agen t a2 to

realize a p ossible state in whic h done( agen t a2 p erforms action x) is true. W e feel that refraining

from a formal use of �desire� and �goal� is reasona ble in view of this usage of �in ten tion�, since at

least p ersisten t and consisten t goals are co v ered this w a y [8 ]. Note that ha ving an in ten tion in

this sense do es not imply kno wing ho w to act concretely in order to mak e the in tended state true

(but to assume that there is some w a y).

All in all, from the viewp oin t of the MA, exp ectations are formed r etr osp e ctively from utter-

ances of observ ed agen ts in the so cial con text of the MA, other observ ed ev en ts (e.g., �ph ysical�

agen t actions lik e �Closing the windo w�) and previous kno wledge, goals and in ten tions, and held

in order to anticip atori l y

� represen t her en vironmen t in terms of predictions (fully-adaptiv e and adaptiv e-norma tiv e

exp ectations),

� represen t in ten tions and goals (adaptiv e-normativ e and normativ e exp ectations) in terms of

desired predictions,

� comm unicate desires and assertions directed to other agen ts, in order to in�uence their

b eha vior (comm unicated exp ectations),

� �lter out undesired (un t ypical, temp orary ...) e�ects, or con v ersely emphasize desired e�ects

(adaptiv e-normativ e and normativ e exp ectations) (cf. 2.4.2).

A ma jor feature of Exp ectation-orien ted Mo deling is th us that in form of exp ectations a rel-

ativ ely large sp ectrum of attitudes (men tal and comm unicativ e) can b e directly related to so cial

ev en ts, using a single notion. This allo ws for the MA's cognition, b elief acquisition and revi-

sion, and planing directly on the lev el of so cial in teraction, in con trast esp ecially to the reasoning

ab out the hidden men tal states of the mo deled agen ts, suggesting that it is justi�ed, and ev en

inevitable, to in tegrate exp ectations as a mo deling abstraction in to the reasoning , analysis and

design pro cesses of agen ts, m ultiagen t systems and autonomous soft w are systems in general. This

is not to sa y that EOM should replace common mo dels lik e BDI (Belief-Desire-In ten tion). Rather,

EOM should b e seen as an additional means for the mo deling and in�uencing of so cial in teraction.

It is v ery imp ortan t in this regar d to see that w e in tend exp ectations obtained from observ atio n

to b e also the primary means for mo deling single agen ts (i.e., ev en aside from its em b eddedness

in so cial relationships, whic h are our main concern) from the MA's p oin t of view. What can b e

exp ected from a blac k-b o x agen t is not just additional kno wledge, but in a w a y , from an observ er s

p ersp ectiv e, the other agen t is at a p oin t of time what can b e exp ected from him in the resp ectiv e

so cial situation, probably enric hed with previous kno wledge and presumptions, lik e that this agen t

is rational) (please refer to [24 ] for details). Therefor, w e capture ev en agen ts in their en tiret y as

exp ectation structures, including what other agen ts w an t the MA to exp ect and the limitations

of suc h exp ected exp ectations. Please note also that fo cussing (but not restricting) ourselv es on

action exp ectations do es not mean to neglect prop ositiona l information, since on the exp ectation

lev el, suc h kno wledge can b e captured indirectly via exp ected assertiv e comm unication acts in the

form of, e.g., �agen t x asserts that p holds�.

2.1 So ciali t y , Comm unicati on and Exp ectation Structures

Because w e are fo cusing on systems with m ultiple in ter-op erating agen ts, w e are primarily in ter-

ested in exp ectations whic h constitute so ciali ty : if it comes to an encoun ter of t w o or more agen ts,

the describ ed situation of m utual indeterminism is called double c ontingency [22 ]. T o o v ercome this

situation, that is, to determine the resp ectiv e other agen t and to ac hiev e co ordination (including

the capabilit y of con�ictiv e b eha vior), the agen ts need to c ommunic ate . A single comm unication

is the whole of a message act as a certain w a y of telling (e.g., via sp eec h or gesture), plus a com-

m unicated information, plus the understanding of the comm unication attempt. Comm unication
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is indirectly observ able as a course of in terrelated sym b olic agen t actions (i.e., messages in a agen t

comm unication language, or demonstrativ e b eha vior). Because comm unications are the only w a y

to o v ercome the problem of double con tingency (i.e., the isolation of single agen ts), they are the

basic constituen ts of so cialit y and they form the so cial system in whic h the comm unicating en ti-

ties are em b edded [22 ]. EOM adopts this view, and assigns comm unication a k ey role in systems

comp osed of in teracting soft w are agen ts.

In ter alia, one imp ortan t practical consequence from this viewp oin t is that in con trast to most

other mo deling and design metho ds for m ultiagen t systems and orga niza tio ns , in the cen ter of

EOM are inter action pr o c esses rather than fully-exp osed agen ts, roles and groups. In fact, an

agen t role and ev en an arti�cial agen t participating in so cial in teraction is, from the MA's view-

p oin t, no more (and no less) than the sum of the b eha viora l exp ectations triggered b y its observ ed

previous b eha vior. Our mo deling of agen t roles in 2.4.5 re�ects this pro cess-o r ie n ted paradigm.

Another imp ortan t p oin t is that comm unication and th us the structures of MASs as mo deled

using EOM need not to b e collab ora tiv e. In fact, ev en from con�icts stable and useful structures

can emerge.

As action exp ectations are related to comm unications and th us to so cialit y , so cial structur es (in-

cluding, e.g., organiza tio na l structures) can b e mo deled as exp e ctation structur es [20 , 26 , 27 , 28 ].

Basically , exp ectation structures are in terrelated exp ectations regar ding a sp eci�c set of ev en ts

(e.g., the b eha vior or a certain agen t). Exp ectation structures can b e tailored to lo cal agen t en vi-

ronmen ts and topical comm unication domains.

W e distinguish four t yp es of exp ectation structures: (i) so cial agents as sets of all curren t

b eha vioral exp ectations regar ding single agen ts (i.e., a so cial agen t abstracts from the actual agen t

with its opaque men tal prop erties, and rather represen t the in teraction-rela ted, externally-a s cr ib ed

�public in ten tional stances� of actual agen ts [24 ]
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); (ii) r oles as placeholders that are asso cia ted

with certain kinds of exp ected b eha vior and that can b e instan tiated b y di�eren t agen ts; (iii) so cial

pr o gr ams as �exible in teraction sc hemes for m ultiple in teracting so cial agen ts and/or roles; and

(iv) so cial values as ratings of exp ected generalized b eha vior (e.g., �Con�ictiv e b eha vior is alw a ys

bad�). The fo cus of EOM is on so cial pr o gr ams [22 ] with so cial agen ts and roles, since these are

particularly suited for describing pro cesses that o ccur b et w een agen ts. F o cusing on so cial v alues,

in con trast, w ould suggest a rule-based approac h.

By pro cessing existing exp ectations, agen ts determine their o wn actions, whic h, then, in�uence

the existing exp ectations in turn. So comm unication is not only structured b y individual agen t

goals and in ten tions, but also b y exp ectations, and the necessit y to test, learn and adopt exp ec-

tations for the use with future comm unications. The pro cess of con tin uous exp ectation structure

adaption b y means of agen t in teraction (or comm unication, esp ecially) and incremen tal, delib er-

ativ e mo di�cations of exp ectation structures b y the MA is called exp e ctation structur e evolution .

As describ ed in section 3, this kind of ev olution pla ys a k ey role in EOM.

2.2 Making Exp ectations Exp ected

�Exp ectations of exp ectations� [22 ] are necessary if exp ectations are formed in order to exp ect what

others exp ect. W e do not treat the MA's exp ectations of exp ectations explicitly (only implicit as

they sho w up in the exp ected b eha vior of the other agen ts), but w e ha v e to deal with the fact that

some of the exp ectations held b y the MA need to b e exp e cte d themselv es b y the other agen ts to

b e able to ha v e an y in�uence on the system.

The establishmen t of suc h �exp e ctations of exp e ctation � can b e ac hiev ed through the comm uni-

cation of the MA's exp ectations to the agen ts and/or through the publishing of the exp ectations

via an appropria te agen t-externa l instance within the m ultiagen t system. Once ac hiev ed, agen ts

5

The public iden tit y the mo deled agen t would like to presen t via comm unication is an imp ortan t constituen t of

the so cial agen t, but of course usually not iden tical with it.
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can �exp ect� what �is exp ected�. As describ ed in section 3, EOM tec hnically realizes this through

so-called �Mirror s � and �Exp ectation Engines�, whic h are also resp onsible for the acquisition of

empirical exp ectations from observ ed MAS comm unications.

Exp ectations are comm unicated to the agen ts b y the MA mainly for the follo wing reasons :

� T o inform the agen ts ab out actual so cial structures and pro cesses they w ould otherwise not

b e a w are of (e.g., b ecause they ev olv ed outside their lo cal in teraction en vironmen t, but are

nev ertheless relev an t). This is esp ecially imp ortan t if the MA holds a higher p osition than

these agen ts, and o v erhear s a large part of the MAS comm unication (e.g., b eing the system

designer, or a middle agen t, or a manager agen t in an orga niza tio na l MAS).

� T o inform the agen ts ab out the MA's goals and in ten tions, and p ossibly ab out the exp ectable

consequences in case of acting against them or refusing collab ora tio n.

� Ev en to delib erativ ely pretend actually disb eliev ed kno wledge ab out so cial structures in

order to in�uence agen t b eha vior.

2.3 The Scop e of Exp ectation-ori en t ed Mo deling

In this w ork, w e de�ne and use exp ectations for the purp ose of mo deling and in�uencing so cial

states of a MAS (i.e., the in teractional b eha vior of other agen ts), from the standp oin t of MAs.

This leads to the follo wing EOM tasks from the p ersp ectiv e of an MA, whic h will b e describ ed in

detail later.

a. Mo deling planned or desired ev en ts/ev en t courses The MA enco des all or some of these

as (adaptiv e-)normativ e exp ectations, denoting desired or in tended ev en t courses. T ypically ,

suc h exp ectations are directed to the b eha vior of other agen ts in order to in�uence them,

but they can also b e in regard to the o wn b eha vior of the MA, or an y other ev en ts.

b. Mo deling empi ri cal ev en ts This is done using fully-adaptiv e and also adaptiv e-norma tiv e

exp ectations, as a part of the b elief of the agen t.

This task and the previous task are usually tigh tly in terw o v en, since the gradual blend of

empirical and in ten tional exp ectations, and the run-time determination and minimization of

the di�erence of b oth exp ectations is a sp ecial feature of EOM.

c. Ov erhearing and moni to ri ng of MAS comm uni cations The MA observ es agen t in ter-

actions and categorize s them as desired, undesired and unassessed ev en ts.

d. A daption of exp ectation structures, if necessary . F ully-adaptiv e exp ectation structures

are adapted if they ha v e b een disapp oin ted, and (adaptiv e-)normativ e exp ectation structures

migh t need to b e mo di�ed if they turned out to b e not realizable, or not useful in order to

reac h the MA's desires.

e. Optionally , taking action in order to in�uence the MAS, b y:

- Comm uni cation of exp ectations to other agen ts A t this, the MA comm unicates selected

exp ectations to other agen ts, making them �exp ectations of exp ectations�, for the other

agen ts, for the reasons listed in 2.2. These information do not ha v e to b e in ten tionally accu-

rate or correct, nev ertheless, but can b e ostensible (cf. Figure 4). In [24 ] more information

can b e found ab out the enactmen t of exp ectations.

- P ositiv e/neg ativ e sanctioning of devian t b eha vior, argumen tation, negotiation

A dditional tasks whic h cannot b e separated from the comm unication of exp ectations in

general.
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2.4 Key Asp ects of Exp ectations

2.4.1 Strength, Normativit y , Deviancy

Exp ectations can b e w eigh ted in t w o complemen tary w a ys, namely , w.r.t. their str ength and w.r.t.

their normativity (or in v ersely , their adaptabi l i ty ) . The strength of an exp ectation indicates its

�degree of exp ectedness� (also called exp e ctability ): the w eak er (stronger) the exp ectation is, the

less lik ely is or should b e its exp ected ful�lmen t (violation). Against that, the normativit y of an

exp ectation ( b oth w eak and strong exp ectations) indicates its in ten tional �degree of c hangeabilit y�:

the more normativ e (adaptiv e) an exp ectation is, the smaller (greater) is the c hange in its strength

when b eing con tradicted b y unpredicted actual actions. With that, the strength of a lo wly norma-

tiv e exp ectation tends to c hange faster, whereas the strength of a highly normativ e exp ectation

is main tained in the longer term ev en if it is ob viously inconsisten t with realit y (i.e., with the

observ ed agen ts' actual activities), whereat the term �adaptiv e-nor ma tiv e exp ectation� denotes an

exp ectation with normativit y greater zero and lo w er one, and �fully-adaptiv e� (�(fully-)normativ e�)

means normativit y zero (one). F ully-normativ e exp ectations ignore the actual o ccurrences of their

mo deled ev en ts completely , as long as they are not adapted �man ually� b y the MA. The idea

of exp ectation w eigh ting based on strengths and normativit y is adopted b y EOM, and it is also

assumed that there is a con tin uous transition from w eak to strong strength and from lo w to high

normativit y . The di�erence b et w een the probabilit y and the exp ectabilit y (normativit y-biased

probabilit y) of a certain ev en t is called deviancy (cf. b elo w). So, if EOM is used to mo del so cial

norms, these can b e b oth gradual and, to some degree, auto-adaptiv e - in con trast to, e.g., binary

mo dalities lik e obligation and p ermissibilit y as in deon tic logic.

Here are some examples of quite extreme com binations of exp ectation strength and normativit y ,

mostly related to deon tic mo dalities: rules that govern criminal law (strong/no n- a da pta ble: ev en

h undreds of actual m urders will not alter the resp ectiv e la ws, and most p eople think of m urder

as a rather exceptional ev en t); habits (strong/a da pta ble: b efore the times of fast fo o d, p eople

to ok full service in restauran ts for gran ted, but as fast fo o d b ecame p opular, they w ere willing to

abandon this exp ectation); public p arking r e gulations (strong/ha r dly adaptable: almost ev ery one

violates them ev en if they are, in principle, rigid); and shop clerk friend liness (w eak/adapta ble:

most p eople exp ect bad service but are willing to c hange their view once encoun tering friendly

sta� ).

Th us, the term �exp ectation� is inheren tly am biguous, as it delib erativ ely com bines sub jectiv e,

demanding exp ectations (re�ecting the goals and in ten tions of the exp ecting agen t) and the empir-

ical lik eliness of ev en ts (desired or not). In this regar d it is w orth to state that ev en the strengths

of fully-adaptiv e exp ectations are not necessarily probabilities (from a frequen tist p oin t of view),

b ecause exp ectations are main tained (�exp ected�) as a part of the b elief a sub jectiv e observ er

has, and do not necessarily tak e in to accoun t enough �real w orld� facts to determine exp ectation

strengths ob jectiv ely when he sets up his exp ectations. So, not only (adaptiv e-)normativ e, but

also fully-adaptable exp ectations could theoretically b e used to represen t individual, con tra-factual

preferences (�desired probabilities�, so to sa y) instead of lik eliho o ds. But suc h con tra-factual y et

non-normativ e exp ectations con v erge immediately to probabilities, since they are �willing to learn�,

so to sa y .

2.4.2 The Seman tics of Exp ectation

Computational exp ectations ha v e t w o dimensions: What the MA exp ects at a certain time, and

ho w she will adapt this exp ectation in the course of time, in case the exp ected ev en t is rep eat-

able. The latter is treated in 2.4.3. So, what do es �to exp ect an ev en t� at the curren t time p oin t

mean exactly? So far, w e'v e c haracterized the meaning of �exp ectation� in tuitiv ely as a graded

blend of actual ev en t probabilit y and �desired probabilit y�. (A daptiv e-)normativ e exp ectations

are main tained ev en con tra-factual for some time (i.e., if they deviate from kno wledge). In this

case, the only w a y for a rational and �non-ignor a n t� agen t to reac h the in tended b elief is to c hange

the realit y , i.e., to act in order to minimize the deviancy . An other in terpretation w ould b e to

8



understand a normativit y as the degree of distrust in a probabilit y , th us a kind of higher-or der

probabilit y .

Starting from these observ atio ns , w e de�ne the seman tics of an exp ectation held b y the MA agent
as his in ten tion to mak e (or k eep) his gr adual b elief regar ding the o ccurrence of a certain ev en t

iden tical with the exp ectabilit y of this exp ectation. This in ten tion is w eak er than to in ten t a

certain probabilit y of the ev en t, but as w e will see later, in the most common case w e actually

get b y with de�ning normativ e and adaptiv e-norma tiv e exp ectations as the in ten tion to mak e the

realit y (in form of a probabilit y corresp o nding to the frequency of some ev en t) conforming to the

exp ected state (in form of an exp ectabilit y).

A t this, �in tending a probabilit y� can b e understo o d as either aiming at bringing ab out a certain

frequency of a rep eatable ev en t, or as the will to pro vide o ccurrence conditions for the ev en t that

mak e it probable to a certain degree.

F ormally , an agen t's exp ectation (denoted as Expect ) is a men tal attitude, represen ted as a logic

mo dalit y , and de�ned as follo ws:

De�nition 1.

Expect(agent; eventjcontext;  ) = e :,

8
>>><

>>>:

Bel(agent; eventjcontext) = e
_Int (agent; Bel(agent; eventjcontext) = e))

if  > 0
Bel(agent; eventjcontext) = e otherwise

Hereb y , e is the exp ectabilit y ,  2 [0; 1] is the normativit y of the exp ectation,

Bel(agent; eventjcontext) = b denotes that agent b eliev es that event o ccurs with probabilit y b in

context 6 7

, and Int (agent; p) denotes that agen t in tends p to b ecome true (if agent is not capable

to bring ab out the desired fact or action directly b y herself, this shall include the in ten tion to

mak e other agen ts bring ab out p etc., i.e., to use them lik e a to ol)

W e write Expect(agent; eventjcontext) as an abbreviation of Expect(agent; eventjcontext; 0), and

Expectt for Expect , when the time p oin t t at whic h the exp ectation is held matters and can not

b e deriv ed from the con text (for  , Int and Bel analogo us ly ). Note that t is not the time p oin t

at whic h the ev en t (should) o ccur(-s). If w e w ould lik e to express that some ev en t will or should

happ en at a certain time, w e w ould ha v e to enco de this time within context .

The exact normativit y (except from distinguishing if it is ab o v e zero or not) is not used in

the de�nition ab o v e, b ecause the normativit y prescrib es ho w an exp ectabilit y auto-ev olv es in the

c ourse of time with new information, if the exp ectabilit y it is not set �man ually�. If the norma-

tivit y is zero, the exp ectation is set equal to the b elief of the MA immediately . Otherwise, the

exp ectabilit y adopts gradually to the b elief when b oth di�er, with a �learning rate� of the exp ec-

tation in v erse to the normativit y . Cf. 2.4.3 for details.

Our de�nition of exp ectation is build straigh tforw a r dly up on probabilistic v ersions of the KD45

and Belief-In ten tion axioms usually used for m ulti-mo dal logics of men tal attitudes (e.g. [14 ]), and

is related to Sadek's want attitude [35 ].

Giv en the agen t's b elief (e.g., obtainable from an exp ectation via the so-called deviancy , cf.

b elo w), the follo wing prop osition ob viously holds, with e = Expect(agent; eventjcontext;  ) :

Prop osition 1.

6

W e can use this syn tax also to denote exp e cte d exp e ctations : Expect (agent1 ; Expect (agent2 ; :::):::) .

7 context here has, in general, to b e distinguished from the empirical �con text� the MA has b een used to

obtain the exp ect a b ilit y , although context c ould ha v e b een a course of p erceiv e d ev en ts leading to conclude

Bel (agent; event jcontext ) = e. It is in general also not the con text in whic h the agen t holds the exp ect a t ion .
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Int (agent; Bel(eventjcontext) = e) if ( > 0 ^ Bel(agent; eventjcontext) 6= e)

Bel(agent; eventjcontext) = e otherwise

T o the common axioms, w e add the follo wing bridge axiom (adopted from RelIntBel 2 in [14 ]):

Axiom 1.

Int (agent; Bel(agent; eventjcontext) = e)
^ Bel(agent; eventjcontext) 6= e ) Int (agent; occurs(eventjcontext; e))

Axiom 1 denotes that disb elief in the o ccurrence of an ev en t with probabilit y e while in tending

to b elief the ev en t o ccurs with this probabilit y forces the agen t to in tend the ev en t to o ccur with

probabilit y e (denoted as Int (agent; occurs(eventjcontext; e)) ). This also expresses that in case

the agen t has no particular b elief regar ding the o ccurrence of this ev en t, she can bring ab out

her in trosp ectiv e in ten tion to b elief in the ev en t ev en without in tending the ev en t itself (e.g., b y

exploring new p erceptions, or b y impro ving her reasoning pro cess).

If w e w ould either drop the usual Bel(p) ! : Int (p) axiom in Belief-In ten tion logics, or in tro-

duce alternativ ely maintenanc e intentions [4 ] (denoted as Int M
), de�nition 1 w ould c hange to

De�nition 1-M.

Expect(agent; eventjcontext;  ) = e :,

(
Int M (agent; Bel(eventjcontext) = e)) if  > 0
Bel(agent; eventjcontext) = e otherwise

The agen t can ac hiev e the in ten tion to c hange his b elief in sev eral w a ys, whic h can also b e

pursuit concurren tly .

i. Change the w orld This is considered to b e the usual w a y to enforce adaptiv e-norma tiv e and

normativ e exp ectations, either b y execution of the exp ected ev en ts directed to the MA

himself, or b y bringing ab out the in tended ev en ts indirectly (e.g., b y asking other agen ts).

ii. Explore The agen t can try to obtain new p erceptions in order to c hange his b elief b y explo-

ration. Here, the (adaptiv e-)normativ e exp ectation serv es as a kind of h yp otheses, and the

agen ts striv es after new evidence in order to supp ort or refute it.

iii. W ait This is actually not co v ered b y the original in ten tion at time t , but is a w a y to au-

tomatically decrease the �strength� of the in ten tion (i.e., the degree and duration of the

self-commitmen t) in consecutiv e time steps instead: If the normativit y is b elo w 1, in the

longer term the exp ectation le arns (i.e., adapts to the curren t probabilit y), pro vided the

probabilities of a certain ev en t remain stable enough to b e learnable (cf. 2.4.3). Practically ,

this happ ens if the exp ectation holder failed to decrease the deviancy activ ely (due to insuf-

�cien t so cial p o w er, for example). The adaptation of the exp ectabilit y to the probabilit y in

this case can nev ertheless b e desired, and it can ev en b e a prerequisite for the enforcemen t

of less �exible and th us lik ely more imp ortan t exp ectations.

iv. Ignore the deviation Here, the agen ts simply b eliev es in the exp ectation, p ossibly ignoring

realit y thereb y:

Bel(agent; eventjcontext) = Expect(agent; eventjcontext;  ) holds in any c ase then.

Suc h delib erativ e ignorance app ears to b e irrational for in telligen t agen ts, but is a common

attitude of h uman agen ts and ob viously somewhat functional for them. In an y case, the

iden ti�cation of certain exp ectations with b eliefs regar dles s of deviance migh t b e reasona ble

for arti�cial agen ts in case the ev en t b elief is obtained from an unreliable source.

A less debatable use for suc h delib erativ e ignorance is to set the normativit y greater zero
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in order to �lter out (��atten�) temp oral and insigni�can t �uctuations of probabilities. In

2.4.3, a concrete w a y to adapt exp ectabilities is sho wn whic h �attens a graph depicting the

c hanging probabilities of some ev en t.

In all cases except from iv., w e assume that the exp ectabilit y is equal to the probabilit y (in

case the normativit y is zero).

Note that ev en for the cases i.-iii. so far no assumptions ha v e b een made on ho w e has b een

obtained - the MA is basically free to hold an y exp ectabilities she lik es / is in terested in from her

sub jectiv e and p ossibly irrational viewp oin t.

De�nition 2.

The deviancy � of an ev en t regarding a certain exp ectation (or vice v ersa of an exp ectation

regar ding an ev en t) is de�ned with

�( event; context) = Expect(agent; eventjcontext;  ) � Bel(agent; eventjcontext) .

The deviancy can in tuitiv ely b e seen as an indicator of the e�ort that w ould b e required to

mak e a normativ ely exp ected ev en t happ en, and as a measure for the compliance of the ev en t-

generating agen t with the exp ectation, whereas the normativit y is in tuitiv ely a kind of �stamina�

of the in ten tion (the strength of a self-commitmen t. Please remem b er in this regard, that w e allo w

in ten tions also to b e denoted as desired b eha vior of other agen ts).

There is also a conjunction with the utilities of ev en ts: If the normativit y is larger zero, the

utilit y for the MA to reac h the sp eci�ed probabilit y is certainly larger zero also. The exp ectabilit y

might corresp o nd to the utilit y of the ev en t in this case (but this is to state a heuristic only ,

suggesting further researc h).

Prop osition 2.

Except from the case iv. ab o v e (b elief despite ignorance of ev en t o ccurrences)

Int (agent;8t i ; t � t i � t + h : � t + i (event; context) = 0)

holds at time step t . A t this, h is a p ossibly in�nite in ten tion horizon whic h determines ho w long

the exp ectation is main tained.

Finally , w e w an t to further simply the seman tics in case the probabilit y of an in tended ev en t

is irrelev an t:

Prop osition 3.

(Expect(agent; eventjcontext;  ) = e^ Bel(agent; eventjcontext) < e) ! Int (agent; event)

T o sum up, our notion of exp ectation is (to our kno wledge) the �rst computational means for a

co v erag e of b oth agen t b elief and in ten tion using a single attitude, with the p ossibilit y of a gradual

adjustmen t of the emphasis of either asp ect. This corresp o nds to the double-faced common-sense

meaning of exp ectation in natural language, and to the meaning of this term in tro duced in [20 ].

Apart from ha ving single �p oin ts of attac k�, eac h allo wing to express ho w m uc h a b eliev ed ev en t is

in tended or an in tended ev en t is b eliev ed, and ho w strong the commitmen ts directed to in tended

ev en ts (i.e., to reduce the deviances of (adaptiv e-)normativ e exp ectations) should b e.

The describ ed seman tics of exp ectation of course only applies in case the exp ectations are held

as men tal attitudes b y the MA. In case the exp ectation is used to b e c ommunic ate d to other agen ts

(to mak e it an �exp ectation of exp ectation�) instead, its seman tics c hanges, cf. 3.2 and [24 ].
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2.4.3 Unattended A daption of Exp ectations

F or lac k of space, the empirical deriv ation of fully-adaptiv e exp ectation (their exp ectabilities, resp.)

and the probabilistic part of adaptiv e-norma tiv e exp ectations is omitted in this pap er, please refer

to [27 , 28 ]. W e describ e the adaption of adaptiv e-norma tiv e exp ectations here, though.

After the exp ectabilities and normativities of adaptiv e-norma tiv e exp ectations ha v e b een obtained

from goals and in ten tions, they are exp osed to realit y , so to sa y . The follo wing sho ws ho w suc h

an exp ectation can b e adapted automatically , dep ending from its normativit y (degree of commit-

men t). The follo wing de�nition co v ers exp ectations with normativit y zero and one also.

T o this end, it is assumed that for an ev en t eventjcontext corresp o nding to a certain EN

no de an initial exp ectation strength � (event; context) = P0(eventjcontext) exists. Analogously to

Bel t () , Pt (eventjcontext) denotes a probabilit y stated at time t , not the probabilit y of an ev en t

happ ening at time t . Giv en a normativit y  t and a probabilit y Pt (eventjcontext) obtained em-

pirically at time step t , the exp ectation strength at this time step can b e calculated recursiv ely

as follo ws. This w a y to calculate Expectt is not to b e seen as canonical, other de�nitions for

the adaption of adaptiv e-norma tiv e exp ectations migh t b e reasona ble to o, dep ending from the

concrete application also.

De�nition 3.

Expectt (agent; eventjcontext;  t ) =
(

� (event; context) if t < 1
Expect0t +1 (agent; eventjcontext;  t ) otherwise

with Expect0t (agent; eventjcontext;  t ) =
8
>>><

>>>:

Expect0t � 1(agent; eventjcontext;  t )
� � 0

t � 1(event; context)(1 �  t )
if t > 0

� (event; context) otherwise

� 0(event; t) is calculated as

Expect0t (agent; eventjcontext;  t ) � Pt (eventjcontext) 8

.

This (non-mandatory) w a y to calculate Expectt reminds of the econometrics tec hnique of

Exp onential Smo othing used for the smo othing and extrap olatio n of non-linear time series. It

calculates a �attened v ersion (with a �attening degree dep ending on the normativit y) of the graph

of Pt (eventjcontext) , and lets Expectt (agent; eventjcontext;  t ) con v erge to Pt (eventjcontext) at

least if Pt (eventjcontext) remains constan t with increasing t , and  t remains constan t also. The

normativit y (i.e., the exp ectation adaption rate) itself do es not c hange.

If, e.g.,  t = 1 , the exp ectation strength

Expectt (agent; eventjcontext;  t ) = � (contex; event) will remain constan t, whatev er the empirical

evidence is. In con trast, if  t (agent; contex; event) = 0 ,

Expectt (agent; eventjcontext;  t ) = Pt (eventjcontext) applies at all time steps.

Example: Figure 1 sho ws the time and normativit y dep enden t exp ectabilities of an ev en t a, with

 0::20 = 0 :95 and � (a; context) = 0 :4. Being a �ctiv e ev en t, the p oten tial e�ect the announcemen t

of these v alues to the ev en t generator (a comm unication partner of the MA, for example) w ould

ha v e, is not considered. The agent parameter has b een omitted.

8

Calculating Expect t (:::) using Expect 0
t +1 (:::) is done just in order to get rid of the dela y of one time step in

the adaption of Expect t (:::) to Pt (:::) that w ould exist otherwise.
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Figure 1: Unattended adaption of an exp ectabilit y ( t ! )

2.4.4 Computational Represen tation of Exp ectations and In teraction Pro cesses

Settling on particular represen tation formalisms naturally a�ects the lev el of abstraction and with

it the scop e of exp ectation structures. Here, w e fo cus on non-deterministic so cial progra mmes

(with regular proto cols and p olicies as sp ecial cases), for whic h a graphical notation � so-called

Exp e ctation Networks (ENs) [20 , 27 , 26 ] � is presen ted

9

. The main c haracteris tics of ENs are

that they represen t exp ectations em b edded within explicit so cial c ontexts , and mo del probabilis-

tic ev en t courses (i.e., b eliefs regarding ev en ts), action in ten tions and normativ e proto cols in a

seamlessly in tegrated manner, and (in con trast to Hidden Markov Mo dels (HMMs)) in terrelate

sto c hastic ev en ts instead of sto c hastic states. A t this, ENs are in tuitiv e (as w e b eliev e), and can

b e set in to straigh tforw a r d relation to sev eral other formalisms, esp ecially HMMs and sto chastic

automata , Dynamic L o gic , Do oley Gr aphs [32 ] and Inter action F r ames [34 ].

Exp ectation Net w orks can b e giv en a formal seman tics as describ ed in 2.4.2, but also a so-

called Empiric a l Semantics of ev en ts and ev en t pro cesses [29 , 23 , 27 , 28 ], as describ ed in 2.4.6.

The "consequen tialist" (a-p osterior i) concept of meaning of comm unication among arti�cial agen ts

w as, to our kno wledge, �rst articulated in [20 ].

Informally , the empirical seman tics assigns an ev en t a meaning in terms of its lik ely c onse-

quenc es , as represen ted b y EN sub-trees. E.g., the empirical seman tics of some message from

some agen t comm unication language w ould b e the exp ected e�ect the utterance of this message

has.

In regar d to EOM, the use of ENs is not mandatory , although ENs are probably the most suit-

able represen tation formalism. In principle, other formalisms could b e used also, as long as they

are capable to mak e explicit the consecutiv e states of agen t in teraction (e.g. In teraction F rames

[34 ]).

Figure 2 depicts a v ery simple EN (in a notation called DG-EN whic h allo ws for cycles in the

graph). The no des corresp o nd to con textualized ev en ts (esp ecially agen t message acts and other

agen t actions for our purp ose, but also �ph ysical� ev en ts p erceiv ed in the agen ts' en vironmen t)

that are uttered and addressed to/b y agen ts, probably acting as instances of roles ( r i ). Time

9

The signi�can t di�erence s of the EN data structur e presen te d in this w ork (based on [20 ]) and older realizations

of ENs (e.g. [26 ]) are the treat men t of normativit y , generalizat ion s and v ariables. The notation in this w ork is

do wn w ards-compatible with [27 ].
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Figure 2: A so cial pr o gr am as DG-EN

stamps could b e part of no de lab els, but for our purp ose, w e w an t no des to represen t rep eatable

ev en ts (i.e., w e form exp ectations ab out ev en ts lik e �Agen t x p erforms action y in the future�

instead of singular ev en ts lik e �Agen t x p erforms action y at time step 100�). Ev en ts are alw a ys

con textualized, i.e., the same ev en t can o ccur m ultiple times within a certain EN, probably with

di�eren t exp ectation strengths dep ending on the resp ectiv e con text (in this regard, the relation-

ship of Exp ectation Net w orks and HMMs and sto c hastic automata b ecomes ob vious when paths

in the net w ork are asso cia ted with states). T ec hnically , an (ev en t) con text is the EN path up to

and including the paren t of the no de that is annotated with the ev en t lab el. The directed edges

represen t the exp ectation that a certain ev en t is follo w ed b y a certain subsequen t ev en t. Eac h

edge is lab eled b y a triple s:n:d of real v alues, where s (ranging b et w een 0 and 1) denotes its

exp ectabilit y (strength of the exp ectation), summing up to 1 for edges leading to sibling no des.

n (ranging b et w een 0 and 1 also) denotes the normativit y . The deviancy is denoted as d, ranging

b et w een -1 and 1 (informally , the di�erence of s and the strength this exp ectation w ould ha v e in

case of n = 0 ). n and/or d can b e omitted if they are not of in terest in a sp eci�c application

con text. Note that outgoing edges of a no de alw a ys do ha v e the same normativit y , b ecause the

degree of exp ectabilit y-c hange represen ted b y the normativit y is the same for all sibling no des. ?
denotes the exp ected end of the comm unication pro cess.

In tree ENs, an exp ectabilit y e at the incoming edge of a no de v within an EN ent main tained

b y an MA at time step t means that at this time step, the MA exp ects the ev en t represen ted b y v
with exp ectabilit y e assuming he already has or would have observe d the course of all ev en ts along

the path leading to v . This path up to the paren t of v is called the c ontext of the ev en t. In case

the exp ectation holder mak es new observ atio ns , he probably needs to mo dify this exp ectabilit y .

The con text thereb y allo ws partially to foresee the e�ect optional observ atio n w ould ha v e: If, e.g.,

y ou exp ect to da y that the sun will shine tomorro w afterno on if it is foggy tomorro w morning, the

EN determines the exact exp ectabilit y y ou'll ha v e tomorro w morning in regar d to sunn y w eather

in the afterno on (in case y ou k eep this EN un til then). On the other hand, the exp ectabilities

within an EN are of course not fully determined b y the EN itself: If y ou exp erience hea vy rain

to da y , y ou migh t w an t to decrease the EN's exp ectabilit y for sunn y w eather tomorro w, ev en in

case of fogginess. It this regar d, it is imp ortan t to see that the con text migh t b e only a part of

the probabilistic condition for the pr ob abi l i ty P(eventv jcondition ) an exp ectation represen ts (i.e.,

the exp ectabilit y min us its deviance, cf. b elo w). In fact, all relev an t observ atio ns and in�uences

exp erienced/kno wn un til time t ha v e to b e included additionally to form a prop er probabilit y

condition

10

.

10

It is in principle also p ossible to use ENs for mo deling the p ast as a course of already observ ed or otherwise

b eliev ed ev en ts, eac h with exp ect a b ilit y 1.
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W e will in tro duce the follo wing kinds of EN represen tations, in order to allo w the tailoring of

the represen tation formalism to di�eren t needs in di�eren t application con texts. All of them can

b e reduced to so-called gr ound T r e e-ENs in order to de�ne their seman tics.

Gr ound T r e e-ENs : Graphical trees without v ariables. If w e refer to an �EN� in this w ork, w e

denote a ground T ree-EN if not stated otherwise.

(ful l) T r e e-ENs : As b efore, but optionally with v ariables for no des, sub-trees, and no de and

edge lab els.

KB-c onditione d T r e e-ENs : T ree-ENs where graph edges can b e annotated with logical condi-

tions from a kno wledge base KB. Please refer to [26 ] for these kinds of EN.

DG-ENs : Directed graphs, allo wing for no des with m ultiple incoming edges (denoting ev en ts

with di�eren t con texts but the same empirical seman tics) and cycles

T extual ENs : Represen ting ENs using the formal language ( ENL )

Pr ob abilistic ENs : ENs with normativit y 0 for all edges.

EN sets : A set of m ultiple ENs can b e stated either extensionally (b y en umeration), or in ten-

tionally b y w a y of placing free v ariables within an EN, suc h that di�eren t instan tiations

result in di�eren t ENs, whereat the v ariables can b e existen tially quan ti�ed (e.g., to b e used

to query other ENs), or all-quan ti�ed. EN sets can b e used to represen t concurren t ev en t

sequences. They are not considered in this w ork for lac k of space.

F or the understandabilit y of EOM, it is su�cien t to kno w T ree-ENs as far as explained ab o v e.

Th us, readers not in terested in details ab out ENs and empirical seman tics can safely jump to

section 3 no w.

F ormally , a so-called gr ound T r e e- Exp ectation Net w ork is de�ned as follo ws:

De�nition 4. An ground T ree- Exp e ctation Network en 2 EN (E) o v er a certain ev en t term

language E is a (p ossibly in�nitely deep or broad) tree

(V; C;E; Expectability; Normativity ; Deviancy; nodelabel; edgelabel)

where

� V , jV j > 1 is the set of no des,

� C � V � V are the edges of EN .

� E is the event term language (a sp eec h-act-or ien ted agen t comm unication language, for ex-

ample, to denote agen t messages. But terms denoting non-sym b olic ev en ts are allo w ed also,

e.g. �ph ysical� agen t actions, or ev en ts lik e �the sun is shining�).

� Expectability : C ! [0; 1] returns the exp ectation strength ( exp e ctabili ty ) for the follo wing

ev en t, with

P
Expectability((vparent ; vi )) = 1 for eac h set of sibling no des vi ,

� Normativity : C ! [0; 1] returns the normativit y of the corresp o nding exp ectabilit y ,

� Deviancy : C ! [� 1; 1] yields the corresp o nding deviancy ,

� nodelabel: V ! E [ f? ; Bg is the lab el function for no des. The lab els of sibling no des m ust

b e m utually di�eren t (i.e., denoting di�eren t ev en ts).

Optionally , ? denotes the exp ected end of a con v ersatio n, and B denotes �no action� (nothing

happ ens). As w e will see later, the latter is useful as a dumm y ro ot no de represen ting the

start of a con v ersatio n.
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� edgelabel: C ! f " s : n : d" : s 2 [0; 1]; n 2 [0; 1]; d 2 [� 1; 1]g is the lab el function for

edges, with edgelabel(c) = Expectability (c) : Normativity (c) : Deviancy(c) . Edge lab els

are usually omitted if the edges' exp ectabilit y and normativit y are b oth 1. Normativit y and

deviancy can also b e omitted if these are not of in terest.

EN(L) shall denote the set of all ENs o v er an ev en t term languages L .

If the normativit y for ev ery edge within an EN is 0, w e sp eak of a pr ob abi l i stic EN , useful for

denoting adaptiv e sto c hastic proto cols.

Giv en an Exp ectation Net w ork ent main tained at time t , with

ent = ( V; C;T ; Expectability; Normativity ; Deviancy; nodelabel; edgelabel) ,

w e set Expectability (c) = Expectt (agent; eventjpath; Normativity (c)) , and

Deviancy(c) = � t (path; action) for eac h edge c 2 C leading to the no de corresp o nding to the

ev en t event reac hed from the EN's ro ot no de follo wing path . agent is the MA who holds the

exp ectations/the EN. The set of con texts Context is pro vided as the set of paths within the EN,

denoted unam biguously (since the lab els of the c hildren of eac h EN no de ha v e to b e m utually

di�eren t) as linear lists of consecutiv e ev en t lab els (event1 t ::: t eventn ) .

Ground T ree-ENs can b e extended to (full) T ree-ENs with v ariables b y allo wing placeholders

for agen ts (in order to allo w for agen t r oles ), and for other message term constituen ts and ev en

sub-trees. Suc h v ariables can b e used with all other kinds of ENs also, b y allo wing them in place

of no des, edge lab els and within no de lab els. This extension is sho wn only for textual ENs b elo w,

since it is completely straigh tforw a r d for other EN t yp es.

Ob viously , an EN can b e represen ted in a compressed w a y without loss of expressibilit y as a

directed graph b y a merging of iden tical sub-trees. This also re�ects that the empirical seman tics

of EN paths la ys in their con tin uations expressed b y subsequen t sub-trees, and b ecause of this,

t w o paths with the same con tin uation ha v e the same meaning (cf. 2.4.6). These so-called DG-EN s

also allo w graph cycles, as an abbreviation for in�nitely deep sub-trees. Since the enhancemen t

of ground T ree-ENs to DG-ENs is trivial, and DG-ENs can b e mapp ed to ground T ree-ENs fully

preserving their seman tics (b y manifolding sub-trees with more than one paren t no de), w e omit a

formal de�nition of DG-ENs here.

Since an EN migh t b e quite cum b ersome to dra w b etimes, w e no w in tro duce the follo wing EN

represen tation language ENL .

ENL ! Branc h

Branc h ! Ev en t

| [ Ev en t Children ]

Ev en t ! ' Epattern ' | V ariable | ?V ariable | ?
Children ! [ W eigh t Branc h ] Children | �

W eigh t ! Exp ectabilit y

| ( Exp ectabilit y , Normativit y )
| ( Exp ectabilit y , Normativit y , Deviancy )

Exp ectabilit y ! f e : e 2 R; 0 � e � 1g | V ariable | ?V ariable | ?

Normativit y ! f n : n 2 R; 0 � n � 1g | V ariable

Deviancy ! f d : d 2 R; � 1 � d � 1g | V ariable

Epattern ! P erformativ e(Agen t, Con ten t)

| Ph ysicalA ction(Agen t, A ctionDescription)
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| Unin tendedEv en t(...)

Agen t ! agent1 | agent2 | ... | V ariable | ?V ariable

P erformativ e ! request | deny | accept | assert | ... | V ariable | ?V ariable

A ctionDescription ! turnLeft | closeDoor | leaveRoom | ... | V ariable | ?V ariable

Con ten t ! LogicalStatemen t | V ariable | ?V ariable

...

This delib erativ ely incomplete syn tax of Epattern (corresp o nding to no de lab els) is just for exam-

ple - basically , an y message or action language can b e used.

F or simplicit y , w e will use certain non-terminals of the grammar in place of the sets of the re-

sp ectiv e pro duced w ords. Since ev ery ev en t (term) and ev ery sub-tree ("Branc h" in the grammar

ab o v e) in a textual EN corresp o nds to a no de (branc h) in the equiv alen t ground T ree-EN, w e refer

to ev en t (terms) within a textual EN sometimes as �no des�.

T o demarcate v ariables (alphan umerical terminals starting with big letters or "?"), w e usually

use small letters for non-v aria ble parts of Epattern. V ariables starting with "?" are called igno-

r anc e variable s .

W ords in ENL and w ords in Epattern are called gr ound i� they do not con tain v ariables. Other

v ariables are either b ounded using a substitution list (with eac h v ariable p ossibly ha ving more

than one instance sim ultaneously), or free in order to retriev e sets of ENs (as existen tially quan ti-

�ed query v ariables, or as univ ersally quan ti�ed v ariables). F ree (non-ignora nce) v ariables are not

considered in this w ork for lac k of space.

T o reduce ENs with v ariables to a kno wn t yp e of EN w e pro vide a mapping o ground T ree-ENs.

Mapping a textual EN ten 2 ENL do es not yield, as one migh t exp ect, a set of ENs in case ten
con tains v ariables. Rather, the capabilit y of ENs to represen t non-deterministic alternativ e ac-

tions is used to �in�ate� ten to a single, p ossibly in�nite ground EN (2.4.5 describ es the opp osite

task of �de�ation� b y in tro ducing new v ariables). This pro ceeding has the adv an tage that the

seman tics and handling of ENs can b e de�ned in a clear cut w a y without the necessit y to accoun t

for v ariables later (and th us to deal with instan tiations, uni�cation etc.). In addition, fo cusing

on single ENs a v oids handling m ultiple ENs p ossibly denoting m utually inconsisten t probabilit y

distributions and con�icting normativities (ev ery single EN is inheren tly consisten t as it can, b y

de�nition, not represen t m utually inconsisten t b eliefs or �norms�). Of course, a complete in�ation

is in general not mean t to b e p erformed actually , if only for the reason that the resulting ground

EN migh t b e in�nitely large.

De�nition 5. A textual EN ten 2 T EN (E) o v er the ev en t term language E is de�ned as a

structure (enl; #; Inate ) where

� enl 2 ENL is a w ord from the language de�ned using the grammar ab o v e, with E b eing the

subset of all ground terms in Epattern.

F or sibling sub-trees constrain ts analogo us to those de�ned for graphical ENs apply (i.e.,

their exp ectabilities ha v e to sum up to 1, and t w o or more siblings with the same ground

ev en t term are forbidden (but not those with same ev en t terms as long as these transform

to di�eren t ground terms b y means of substituting the same v ariable with di�eren t v alues,

whic h is allo w ed)). But for con v enience, in case the sum of sibling exp ectabilities is b elo w 1,

w e assume an implicitly giv en additional sibling "?" (denoting "unkno wn additional ev en ts

exp ected here"), completing the exp ectabilit y gap.

� # : ENL ! � resulting in the envir onment of a sub-tree,

with � b eing the set of all lists of the form

hhVariable=inst; Variable=inst; ::: i ; hVariable=inst; Variable=inst; ::: i :::i . The en vironmen t of
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a sub-tree is th us a list of v ariable substitution lists, to b e applied from the p osition in enl
on determined b y a path 2 ENL; path b eing a pre�x in enl , un til the next closing ] -brac k et

that has no accompan ying op ening brac k et coun ted from path on (i.e., substitutions extend

o v er sub-trees).

A certain v ariable, if not a v ariable for edge w eigh ts, can o ccur in m ultiple sublists within

#(path) at the same time for the same path (denoting non-deterministic instan tiation), but

not within the same sublist. E.g., in

hhVariable1 =inst 11 ; Variable2 =inst 21 ; :::i ; hVariable3 =inst 31 ; Variable2 =inst 22 ; :::ii , V ariable2

is b ounded to inst 21 and to inst 22 sim ultaneously .

F or con v enience, w e insert the # directly at their prop er p ositions, e.g.,

[

hhRole 1 = agent 1 ;Role 2 = agent 8 ih Role 1 = agent 2 ii
'requ e s t (Role1; servi c e ) '

[ 0:3 ' deny( agent 3; servi c e ) ' ] [ 0:7 [ ' accep t ( agent 2; servi c e ) '

[ hhRole 1 = agent 3 ;P robabilityP ay= 0:8ii (P robabilityP ay; 0; 0) ' pay (Role1; servi c e ) ' ] ] ] ] .

The exten t of the resp ectiv e substitutions is hin ted b y under-/o v er lines . Note that in this

example, the last role substitution ( Role1=agent 3 ) is nev er applied, b ecause at this p osition,

Role1 is already b ound b y either agent1 or agent2 .

The precise seman tics of # is de�ned via Inate (cf. b elo w). Please observ e that b oth this

seman tic and the syn tax is di�eren t to those prop osed earlier for similar lo oking v ariable

substitutions in [26 ].

� Inate : T EN (E) yields a seman tically equiv alen t textual EN. The required de�nition of

Inate is giv en b elo w.

If the result of Inate is ground (i.e., all v ariables except from ignorance v ariables are b ound

b y # , and a rep eated application of these substitutions results in ground v alues ev en tually),

then resulting EN is equiv alen t to a ground T ree-EN.

T erm v ariables

Informally , an ' ev en t term pattern ' con taining a v ariable in place of Agen t / P erformativ e /

Con ten t... is ev en tually in�ate d to a set of sibling no des, eac h for one of all p ossible instan tiations

of this v ariable. T o this end an en vironmen t # can pro vide more than one instance v alue of eac h

v ariable, whereat the instances can b e an y (not necessarily ground) terms syn tactically allo w ed in

place of the v ariable. The c hildren of eac h generated sibling are those of the un-in�ated ev en t term

pattern, whereat the v ariable is b ounded exclusiv ely to the resp ectiv e c hosen instance within the

whole sub-tree ro oting in this sibling. In case the v ariable is an ignorance v ariable, their implicit

set of instances is the set of al l syn tactically appropria te substrings within the ground subset of

Epattern.

E.g., in a MAS with three agen ts, ['Ask ( agent1 , a)' [ 1 'Repl y ( ?Agentx , b)'] ] is in�ated

to ['Ask ( agent1 , a)' [ 0.33 'Repl y ( agent1 , b)'] [ 0.33 'Repl y ( agent2 , b)']

[ 0.33 'Repl y ( agent3 , b)']] , the agent i (the addresses of the sp eec h acts are omitted for sim-

plicit y).

In case of a �nite set of resulting sibling no des (e.g., using a prop ositiona l ev en t term lan-

guage), the exp ectabilit y of eac h sibling resulting from suc h an in�ation is the exp ectabilit y for

the un-in�ated sub-tree, divided b y the n um b er of generated siblings (i.e., denoting uniform dis-

tribution of the siblings). F or in�nite sets, explicit n umerical exp ectabilities cannot b e stated for

this uniform distribution.

Exp ectabilit y and normativit y v ariables

Using "?"s in place of exp ectabilities denotes uniform distribution of the resp ectiv e c hildren

(i.e., all siblings ha v e the same exp ectabilit y). F ollo wing a Ba y esian viewp oin t, uniform distribu-

tion stands for �Don't kno w�, whereb y p ossibly the resp ectiv e parts of the EN b ecome less en tropic
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in the course of the revision of the EN b y learning. Named v ariables can also b e used in place

of exp ectabilities, normativities and deviancies, but m ultiple v alues for the same v ariable are not

allo w ed in this sp ecial case, b ecause otherwise, the in�ation w ould result in iden tical ev en ts with

di�eren t exp ectabilities, violating the seman tics of ground T ree-ENs. Ignorance v ariables for ex-

p ectabilities are treated lik e "?", but will b e b ound to the resulting n umerical v alue in the whole

subsequen t sub-tree.

Sub-EN v ariables

In order to supp ort mo dularization, v ariables can also o ccur in place of a whole no de (resp ec-

tiv ely �Ev en t� for textual ENs). They are b e replaced with �sub-ENs� (not just single no des),

more sp eci�cally , they are in�ated to a set of sibling sub-trees eac h, analogo us to the in�ation

of v ariables in ev en t term patterns (but note that the result is in general not the same as of the

in�ation of a v ariable in place of an ev en t term , as describ ed b efore). Suc h a v ariable can b e

b ounded b y # , whereb y the instances are ENs to b e included in place of the v ariable (denoted

in # as w ords from ENL, not necessarily ground), or b e an ignorance v ariable, standing for the

(p ossibly in�nite) set of al l ENs o v er E ( T EN (E) ). So, "?" in place of a no de can b e in terpreted

as an �unkno wn course of ev en ts�. An complete graphical or textual represen tation of the resulting

EN is of course not feasible in the general case.

A "?" in place of a no de / ev en t stands for an unnamed ignorance v ariable.

DG-ENs are esp ecially suitable for the �folded� graphical represen tation of ENs con taining v ari-

ables. If, e.g., the same (non-ignora nce) sub-EN v ariable app ears as a leaf no de m ultiple times,

the in�ated leafs can b e merged graphically , using m ultiple edges leading to the same no de that

resulted from the former leafs.

Precisely , v ariables are in�ated as follo ws:

De�nition 6. Inate : T EN (E)

Inate = inate k ( [ B [ 1 enl ] ] , #; hi) 11

A t this, w e c ho ose k :, inate k (enl; #; hi) = inate k+1 (enl; #; hi) (i.e. suc h that

inate k (enl; #; hi) is a �xp oin t of inate ), and de�ne

inate : ENL � � � � � ! ENL

inate ( event, # , #0
) = event,

inate ( [ father child1 ... childn ] , # , #0
) =

[ father merge( child1 ... childn � 1 child0
n 1

... child0
n m

) ]

at whic h childn = [ (expectn ; :::) [ deatedEventn grandchild n 1 :::grandchild n g ] ] , and the child0
n i

b eing de�ned with

11

F or con v enienc e , w e denote the resulting graphical EN as a ground textual EN.

Prep ending the empt y action B to enl here is required b ecause otherwise it w ould not b e p ossible to in�ate the

ro ot no de of enl .
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child0
n i

=

8
>>>>>>>>>>><

>>>>>>>>>>>:

[ (expectn i ; :::) inate (instanciated0
n i

; #; #00
n i

t #0) ]

with instanciated0
n i

= instanciatedn i + ( grandchild n 1 ::: grandchild n g )
if instanciatedn i 2 ENL

[ (expectn i ; :::) inate ( [ instanciatedn i grandchild n 1 ::: grandchild n g ] ; #;
#00

n i
t #0) ] ; expectn i = expect n

jf rootEvent ( instanciated 0
ni

):1 � i � m gj

otherwise

using

12

instanciatedn i = ( #0 t #00
n i

)(deatedEventn ); #00
n i

:, f #00
n i

: 1 � i � mg = #00

#00= #(pathchild n ) t

8
>>><

>>>:

hh?vr =ei : e 2 E; ?vr b deatedEventn i
if deatedEventn 2 Epattern

hh?vr =ei : e 2 T EN (Eg); ?vr b deatedEventn i
otherwise

A t this, the functional application of a lo cal en vironmen t #0
is de�ned as the application of the

substitution lists within #0
in turn. E.g.,

hhRolex =agent 3; Obligation y =task 7i ; hRolex =agent 9; Obligation y =task 7ii ( ' reque s t

(Rolex ; Obligation y ) ' ) results in the t w o siblings

' reque s t ( agent 3; task 7) ' , ' reque s t ( agent 9; task 7) ' .

Since substitution lists range to the end of the whole sub-tree from their p osition, and add to

previous substitution lists, w e could ha v e abbreviated these substitutions as

hhObligation y =task 7iihhRolex =agent 3i ; hRolex =agent 9ii .

t denotes list (string) concatenation, sx b sy yields true i� sx is a sub-list (a substring) of sy .

#1 t #2 concatenates t w o substitution lists. If a substitution list resulting from suc h an op eration

is applied, and it con tains t w o substitutions for the same v ariable, only the �rst substitution is

used. Applying (#0 t #00
n i

)(deatedEventn ) th us ensures that v ariables b ound b y previous calls of

inate ranging o v er the curren t sub-tree cannot b e reb ounded b y #00
n i

.

#(pathchild n ) yields the list of substitution lists next to the p osition of childn within enl .

merge(child1 ::: childn ) obtains the argumen t, but with only one among those c hildren sub-trees

that start with the same ev en t, thereb y k eeping only the largest (in terms of string length) of these

doublet c hildren. In case the argumen t results from substituting a b ounded v ariable in # , suc h

doublets could ha v e b een a v oided man ually . Against that, if a ignorance v ariable is EOMed, it

in�ates to al l p ossible instances syn tactically allo w ed, including those that are already presen t as

siblings, making a merging necessary . If the instance v ariable in�ates to the elemen ts of T EN (E) ,

merge k eeps for eac h subset of T EN (E) with elemen ts ha ving the same ro ot no de only the largest

one.

In addition, merge( [ (expect1:::) child1 ] ::: [ (expectn :::) childn ] ) also replaces "?"s at the p osi-

tions of exp ectabilities (denoting �exp ectabilit y unkno wn�), obtaining expect0i for eac h "?":

expect0i =
1�

P

f expectj :expectj 6="?" g
jf expectj :expectj ="?" gj

The op erator + in instanciatedn i +( grandchild n 1 :::grandchild n m ) �adds� the sub-trees grandchild j 1

to the textual EN instanciatedn i m ultiple times b y adhering to ev ery leaf of instanciatedn i the set

12

W e sho w the in�ation of v ariables for whole ev en t terms, whole ev en ts, and of "?" for exp ect a b ilities. V ariables

for parts of ev en t term patter n s, lik e for agen t iden ti�ers, for normativities and deviancies, and ignorance v ariables

for exp ect a b ilities in�ate analogously in a straigh tforw a r d manner.
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of all grandc hildren as c hildren (a v oiding doublet siblings using merge() as describ ed ab o v e).

Again, it is imp ortan t to see that the syn tactical transformatio ns done in Inate are not

generally in tended or p ossible to b e actually p erformed globally for a whole EN.

2.4.5 Generalization and Role Eme rge nce b y EN De�ation

Lik ewise Exp ectation Net w orks can b e in�ated b y v ariable instan tiation, they can b e de�ate d also

b y the merging of m ultiple sub-trees resulting in a single sub-tree. De�ating an EN can b e useful

in order to c ompr ess ENs for b etter manageabilit y , to calculate the entr opy of an EN (whic h can

b e informally c haracterized as the recipro ca l of the size of the smallest seman tically equiv alen t

textual EN), and - most imp ortan t - to deriv e in teraction patterns and agen t roles from a set of

concrete comm unication pro cesses. If a set of m ultiple in teraction pro cesses is describ ed using a

single in teraction pattern (represen ted as a textual EN with v ariables), this pattern is called a gen-

er alizatio n of the pro cesses. Analogously , agen t roles (represen ted b y agen t v ariables) describing

the temp orary b eha vior of m ultiple, not necessarily sp eci�ed, agen ts are generaliza tio ns of single

agen ts.

F or these purp oses, w e de�ne a recursiv e function generalize based on a metho d of agen t role

formation in ENs in tro duced in [20 ]. It is a sp ecial case of �nding the L e ast Gener al Gener alizatio n

[33 ]. generalize op erates on a list of ground textual EN sub-trees.

De�nition 7. generalize : ENL+ � � ! ENL

generalize((branchi : 1 � i � m); #0) =
[headGeneralization # 0013

[
P

expects (part 1 )
P q

p =1

P

expects (part p ) generalize(part 1; #00)]

::: [
P

expects (part q )
P q

p =1

P

expects (part p ) generalize(part q; #00)]] , with

(headGeneralization; # 00) = generalize0((headi : 1 � i � m); #0) , with

branchi = [ headi [weight i 1 ci 1 ] ::: [weight i n i
ci n i

]],

headi = 0 performativei (agenti ; contenti )0;
(part 1; :::; part q) = subP artition (cs); suc h that cs �

Uq
i =1 part i , with

cs = f ck j : 1 � j � nk ; 1 � k � mg

(cf. b elo w for an exemplarily subP artition function.) expects(part k ) yields

the set of exp ectabilities of all no des within part k .

generalize0((0performativei (agenti ; contenti )0 : 1 � i � n); #0) =
(0PerformativeGeneralization(

AgentGeneralization; ContentGeneralization ); #0 t #p t #a t #c) , with

14

8
>>>>>>>><

>>>>>>>>:

AgentGeneralization = agent1; #a = hi
if 8i; 1 � i � n � 1 : agenti = agenti +18

>>><

>>>:

AgentGeneralization = var; #a = hi
if 9var; hhvar=agenti i : 1 � i � ni � #0

AgentGeneralization = V arnew ;
#a = hhV arnew =agenti i : 1 � i � ni otherwise

otherwise

( PerformativeGeneralization and ContentGeneralization de�ned analogo us .)

A t this, V arnew denotes a new v ariable.

13

W e include #00
here to denote that from here on the en vironmen t #00

applies.

14

Of course, ev en t terms other than sp eec h act-lik e message terms could b e generalized analogously .
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In case the set of sub-trees branchi corresp o nds to a full set of sibling sub-tree-ro o ts, a replace-

men t b y their resulting generaliza tio n w ould yield a seman tically equiv alen t result (just add up

the exp ectabilities of the original sub-trees). Otherwise, w e ha v e to manifold the resulting sub-tree

and link it at di�er ent lo cations with di�eren t exp ectabilities to di�eren t paren t no des. The latter

do es yield a transformatio n of the original EN whic h is in general not seman tically equiv alen t to

the original EN.

Note that rep eated application of generalize on a single sub-tree can ��atten� this sub-tree un til

ev en tually the sub-tree b ecomes a linear list.

The list of substitutions that could b e applied in order to retriev e a sub-tree branchj bac k

from the generaliza tio n can b e calculated as

mgu(branchj ; generalize((branchi : 1 � i � m))) , with mgu yielding a most general uni�er of the

sub-tree and its generaliza tio n. But note that this re-transfor ma tio n can b e lossy , i.e., do es not

necessarily retriev e the original sub-tree.

If w e w ould replace the v ariables yielded b y a generaliza tio n b y ignor anc e variables (i.e., ?V ar
instead of V ar ), the generaliza tio n w ould apply to al l p ossible instan tiations (e.g., al l syn tac-

tically p ossible agen t iden ti�ers), whic h is useful in order to deriv e sto c hastic proto cols for op en

systems (i.e., with a �uctuating set of participan ts) from a set of example in teraction courses.

Reasoning on suc h a generalized EN allo ws for c onclusions by analo gy , whic h is also the basis of,

e.g., c ase b ase d r e asoning , with the argumen t sub-trees of generalize corresp o nding to the cases

here (lo osely sp eaking). A that w a y resulting generalized EN w ould of course not b e seman tically

equiv alen t to its non-genera lize d predecessor.

As a rule of th um b, sub-trees could b e go o d candidates for b eing merged via generaliza tio n,

if the resulting generaliza tio n i) do es not con tain v ariables for p erformativ es, ii) relativ ely man y

agen ts are replaced b y new role v ariables during generaliza tio n, iii) but relativ ely few new v ariables

are in tro duced o v er all, and iv) the exp ectabilities of merged c hildren do not di�er to o m uc h.

The follo wing exemplarily partition function realizes i) and iv): subP artition (s) = p1 ] ::: ] pq

suc h that

8k; 1 � k � q : 8ci ; cj 2 pk : Performative(ci ) = Performative(cj ) ^ � (pk ) < " .

( � (pk ) denoting the standard deviation of the elemen ts in pk . " is some tolerance constan t.)

V ariables in a generaliza tio n generated this w a y with agen ts as instances re�ect c haracteris tic

courses of b eha vior that can b e used to constitute agen t r oles , corresp o nding to these v ariables.

An example using this partition function is sho wn as Figure 3 (with v ariables giv en descriptiv e

names). The generaliza tio n step yields from the three argumen t sequences (�En ter shop...�) in ter

alia that �frequen t buy ers� (as a role) also normally pa y for their go o ds, whic h is not the case for

�infrequen t buy ers� here. Note that the underlined exp ectabilities 0:2 and 1 on the left side ha v e

not the same meaning as the corresp o nding exp ectabilities ab o v e, since the generalized c hild of

no de x (y , resp ectiv ely) is de�ned for other agen ts than the original c hild, ev en if w e w ould apply

restricting en vironmen ts for the generalized c hild (e.g.,

hhP rospects=a1; Sellers=a4; F requentBuyers=a1ii b et w een �x� and �Prosp ects : En ter shop�).

Information loss is th us a p ossible side e�ect of this kind of generaliza tio n. The �gure depicts a

DG-EN. T extually , the generalizing sub-tree could b e represen ted as an sub-EN v ariable app earing

at di�eren t p ositions.
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Figure 3: A gener alizatio n step tr ansforming a pr ob abi l i stic T r e e-EN into an DG-EN, cr e ating r ole

variables, The step into the opp osi te dir e ction would b e the in�ation of the DG-EN.
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2.4.6 Ev en t and Comm uni cation Pro cess Seman tics ( Empiric al Semantics )

So far, w e ha v e pro vided a seman tic for single exp ectations. Starting from there, w e can ask for

the seman tic of the exp ected ev en ts (e.g., agen t utterances) in terms of exp ectations. Informally ,

the seman tics of the ev en t course (an ev en t in its con text of preceding ev en ts) represen ted b y an

EN path is giv en as its exp ected con tin uation (th us w e commit ourself to a dedicated pragmatical

viewp oin t, in linguistics terms) [20 , 26 ]. F ormally:

De�nition 8. The EN-related Empiric a l Semantics of an ev en t et in a con text e0 t ::: t et � 1

(a sequence of previous ev en ts, with t denoting timely succession as represen ted b y EN paths) is

de�ned as the probabilit y distribution � en;e 0 t ::: t et . The distribution is de�ned using

� en;e 0 t ::: t et (w
0) =

Y

i; 1� i �j w 0j

P(w0
i je0 t ::: t et t w0

1 t ::: t w0
i � 1)

X

e02E +

Y

i; 1� i �j e0j

P(e0
i je0 t ::: t et t e0

1 t ::: t e0
i � 1)

,

for an y �nite w0 2 E+ ; w0 = w0
1 t w0

2 t :::, and e0 = e0
1 t e0

2 t :::. The n umerator th us represen ts the

probabilit y that the sequence e0 t ::: t et for whic h w e calculate the seman tics is concluded b y a

sequence w0
, and the denominator is used to normalize this v alue.

In tuitiv ely the seman tics of an ev en t sequence is th us depicted b y the sub-tree starting with the

no de corresp o nding to that ev en t. Please refer to [29 , 23 , 27 , 26 , 28 ] for details on empirical

seman tics of agen t comm unication.

A practical approac h to empirical seman tics using ENs in form of a concrete w a y to learn

adaptiv e exp ectations and th us � from observ ed agen t in teractions is describ ed in detail in [27 ].

By replacing in this de�nition the P with the exp ectabilit y , w e gain an � exp e cte d Semantics �

consequen tly . In case the normativit y of at least one edge is greater than zero, the �exp ected se-

man tics� migh t deviate from the empirical seman tics, b eing a desired empirical seman tics instead:

� Expect
en;e 0 t ::: t et

(w0) =

Y

i; 1� i �j w 0j

Expectability(e0 t ::: t et t w0
1 t ::: t w0

i � 1 t w0
i )

X

e02E +

Y

i; 1� i �j e0j

Expectability(e0 t ::: t et t e0
1 t ::: t e0

i � 1 t e0
i )

The argumen ts of Expectability denote edges represen ted as ev en t sequences ( e0 corresp o nding to

the EN's ro ot no de).

3 The EOM pro cess

Based on the giv en description of computational exp ectations, this section presen ts the tasks of

EOM to b e p erformed b y the MA in detail. EOM is tailored to general activ e and passiv e mo deling

tasks, from the viewp oin t of b oth soft w are agen ts and h uman designers.

The activities of iden tifying, ev aluating, adapting and propaga ting so cial-lev el exp ectations in an

ev olutionary , cyclic pro cess are crucial to EOM. EOM supp orts these activities b y t w o means:

so-called i) So cial Mirr ors , henceforth brie�y called Mirr ors , and ii) agen t-in ternal Exp e ctation

Engines .

3.1 The Mirr or concept

Mirr ors are soft w are comp onen ts within the MAS, with the tasks to observ e comm unications, de-

riv e exp ectations structures, and �re�ect� mo di�ed/enric hed v ersions of them bac k to the observ ed

agen ts in form of new comm unications, all on b ehalf of MAs. Th us a Mirror functions a bit lik e a
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(p ossibly distorting) real mirror, with comm unications instead of ligh t b eams. Mirrors are rather

passiv e co ordinatio n media, and do not tak e action pro-activ ely . They are th us mean t to supp ort

the acquisition and enactmen t of exp ectations on b ehalf of MAs, and b eing rather un-in telligen t

themselv es, they are esp ecially suited as to ols for h uman MAs (a MAS designer, for example). In

this case, a Mirror is corresp o nding to an EOM-sp eci�c CASE to ol.

T ec hnically , a Mirror is to its main part a �so cial kno wledge� base with observ atio n capabilit y

whic h empirically deriv es so cial-lev el exp ectation structures from comm unications and mak es them

pro-activ ely a v ailable to b oth the participating agen ts and the MA. A Mirror has three ma jor

purp oses:

1. monitoring agen t comm unication pro cesses,

2. deriving emergen t so cial-lev el exp ectation structures from these observ atio ns , and

3. making exp ectation structures visible for the agen ts and the MA (the former is the so-called

r e�e ction e�e ct of the Mirror, enabling the self-observ a tio n of the system).

It is imp ortan t to see that not all structures that are made visible to the agen ts need to b e emergen t

and deriv ed through empirical system observ atio n. Rather, the Mirror can also b e structured b y

the MA to �re�ect� delib erativ ely designed, non-empirical exp ectation structures as w ell. In b oth

cases, the agen ts can access the Mirror v ery m uc h lik e a database and activ ely use the exp ectation

structures pro vided b y it as �guidelines� in�uencing their reasoning and in teractivit y . Without the

help from a Mirror, ev en empirically deriv ed exp ectation structures are considered to b e lik ely often

hidden to single agen ts due to the agen t's engagemen t in lo cally b ounded in teraction con texts,

their observ abilit y restrictions and their limited so cial reasoning capabilities.

F or example, agen ts can participate in so cial progra ms whic h seem to b e useful to them, or

refrain from a certain b eha vior if the Mirror tells them that participation w ould violate some

(adaptiv e-)normativ e exp ectation. So cial progra ms (or structures in general) in whic h agen ts

con tin ue to participate b ecome stronger, otherwise w eak er. (The degree of c hange in strength

dep ends on the resp ectiv e normativit y .) Th us, the Mirror re�ects a mo del of a so cial system and

propaga tes it to the agen ts. As a consequence, the Mirror in�uenc es the agen ts � v ery m uc h

lik e mass me dia do in h uman so ciet y . Con v ersely , the Mirror con tin ually observ es the actual

in teractions among the agen ts and adopts the announced exp ectation structures in its database

accordingly . In doing so, the Mirror nev er restricts the autonom y of the agen ts. Its in�uence is

solely b y means of pro viding information (p ossibly ab out exp ectable sanctions and norms, though),

and not through the exertion of con trol

15

.

The Mirror, and th us EOM, realizes the principle of evolutionary soft w are engineering [1 ].

More precisely , within the o v erall EOM pro cess (i.e., within the EOM phases describ ed b elo w)

t w o Mirror- s p eci�c op erations are con tin uously applied in a cyclic w a y:

1. it mak es the so cial-lev el exp ectations deriv ed b y the MA from his goals explicit and kno wn

to the agen ts; and

2. it monitors the so cial-lev el exp ectation structures whic h emerge from the comm unications

among the soft w are agen ts, and mak es them explicit and kno wn to b oth the MA and the

other agen ts.

These t w o op erations constitute the core of the o v erall EOM pro cess, and together they allo w

an MA to con trol and to in�uence the agen ts' realization and adoption of her sp eci�cations. F or

EOM, the term �ev olution� th us applies to exp ectation structure c hanges caused b oth �top-do wn�

b y the MA's in terv en tions and �b ottom-up� b y autonomous v ariations in the observ ed agen ts'

b eha vior.

F urther details on Mirrors are pro vided in [20 , 30 ].

15

An explicit notion of sanctions in terms of exp ect a t ions is omitted here (cf., e.g., [38 , 10 ] for approac h e s to the

deon tic or con trac t -base d regulation and sanctioning of autonomous agen ts): In general, Exp ectat ion Net w orks can

incorp ora t e information ab out ev ery kind of treat men t of agen ts as long as it can b e represe n t e d as a (sequenc e of )

ev en ts, i.e. no des of the exp ect a t ion net w ork.
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Figure 4: Data�o w in a MA with Exp ectation Engine

3.2 Exp ectation Engines

Exp e ctation Engines are MA-in ternal mo dules with a functionalit y similar to that of Mirrors . They

serv e as a complemen t of common agen t facilities for b elief acquisition, planing, and acting. Their

tasks are the recording, revision and enactmen t of exp ectations, con tributing a distinct lev el for the

mo deling and in�uencing of the so cial b eha vior and the so cial en vironmen t of the agen t mo deled

as exp ectations. An Exp ectation Engine main tains three ENs (or alternativ e data structures for

the represen tation of exp ectations):

1. As a part of the MA's b elief, an EN for empirical exp ectations learned from o v erhear ing

agen t comm unication and previous kno wledge.

2. As a part of the MA's b elief and in ten tions an in ten tionalit y-biased EN. It is generated from

the empirical EN, plus in ten tions in form of normativities. It represen ts those b eliefs and

in ten tions of the MA whic h relate to so cial activities, and usually con tains th us not only

fully-adaptiv e exp ectations, but adaptiv e-norma tiv e and fully-normativ e exp ectations also.

3. An EN whic h represen ts the ostensible b eliefs and in ten tions [25 ] of the MA in form of

exp ectations. This EN is comm unicated to the other agen ts. It represen ts what the MA

w an ts other agen ts to b elief ab out his b eliefs and in ten tions (his comm unication attitudes,

so to sa y). It is imp ortan t to see that realizing this EN (activ ely aiming at making the

comm unication attitudes credible, and pursuing the ostensible in ten tions) migh t b e only
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Figure 5: The EOM phases

pretended, and migh t b e of course only one means among others aiming at the real goals of

the MA. F or the sp ecial case the MA is sincere, this third EN could of course b e iden tical

with the second EN.

Please �nd details ab out ostensible men tal attitudes in [24 ].

The arc hitecture of an MA with an Exp ectation Engine is depicted in Figure 4.

3.3 The EOM Phases

3.3.1 Phase I: Sp ecifying so cial-lev el goals

In the �rst phase, the MA mo dels the so cial lev el of a part of or the whole m ultiagen t system

according to her goals in the form of sp eci�cations whic h fo cus on �so cial b eha vior� (i.e., desired

courses of agen t in teraction) and �so cial functionalit y� (i.e., functionalit y whic h is ac hiev ed as a

�pro duct� of agen t in teraction, suc h as in teractiv e problem solving) in the widest sense. F or this

task, the usual sp eci�cation metho ds and formalisms migh t b e used, for instance, the sp eci�cation

of desired en vironmen t states, p olicies, constrain ts, so cial plans, proto cols etc. Of course, this

sp eci�cation could b e done directly in terms of so cial-lev el exp ectation structures, lik e so cial

progra ms .

3.3.2 Phase I I: Setting up and enacting appropriate exp ectation structures

In the second phase, the MA mo dels and deriv es so cial-lev el exp ectation structures from the

sp eci�cations and stores them in the Mirror/ Exp ectatio n Engine. If the sp eci�cations from phase

I are not already exp ectation structures (e.g., they migh t b e giv en as rules of the form �Agen t X

m ust nev er do Y�), they ha v e to b e transformed appropria tely . While so cial b eha vior sp eci�cations

are exp ectation structures p er se , so cial functionalities (for instance: �Agen ts in the system m ust

w ork out a solution for problem X together�) p ossibly need to b e transformed, most lik ely in to
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so cial progra ms . Sometimes a full equiv alen t transformatio n will not b e feasible. In this case, the

MA mo dels exp ectation structures whic h co v er as m uc h requiremen ts as p ossible.

So cial-lev el sp eci�cations can b e mo deled as fully-adaptable or adaptiv e-norma tiv e exp ecta-

tions. The former can b e used for the establishing of hints for the other agen ts whic h are able to

adapt during the structure ev olution, the latter for the transformatio n of c onstr aints and other

more or less �hard� requiremen ts in to exp ectations. It should b e k ept in mind that ev en a fully-

normativ e exp ectation deriv ed from a constrain t do es b y itself not force the agen ts to b eha v e

conforming to the rule, since it is �only� an exp ectation. If a (adaptiv e-)normativ e exp ectation

is constan tly violated b y the agen ts (i.e., the deviancy of the exp ectation rises), the MA can

either decide to try to argue in fa v or of the (adaptiv e-)normativ e exp ectation, or to enforce it

(in tro ducing sanctions and propaga te them with asso cia ted additional sanction exp ectations), or

to drop it (c hange the normativit y). If the normativit y is lo w er 1, the Mirror/ Exp ecta tio n En-

gine also c hanges the exp ectabilit y of the adaptiv e-norma tiv e exp ectation at least in the long term.

After the MA has �nished the exp ectation mo deling, she comm unicates them (either sincerely ,

or in form of ostensible exp ectations) to the other agen ts via the Mirror/ Exp ectatio n Engine.

Whereb y EOM do es not prescrib e or pro vide an explicit notion of sanctions or argumen tation, w e

can use the fact that (adaptiv e-)normativ e exp ectations need to b e comm unicated to the agen ts to

ac hiev e a semi-automatic enforcemen t of (adaptiv e-)normativ e exp ectations using the EMPRA T

algorithm. This w a y , w e mak e (adaptiv e-)normativ e exp ectations pro-activ e, so to sa y . F or lac k

of space details had to b e omitted here, please refer to [24 ].

3.3.3 Phase I I I: Monitoring structure ev olution

In the third phase of the EOM pro cess, it is up to the MA to observ e and ev aluate the ev olution

of exp ectation structures whic h b ecomes visible to her through the Mirror/ Exp ectatio n Engine.

In particular, she has to pa y atten tion to the relationship of the con tin uously adapted so cial-lev el

exp ectation structures and her ob jectiv es from phase I, whic h means that she analyzes the exp ec-

tation structures with regar d to the ful�lmen t of (adaptiv e-)normativ e exp ectations established

b y the MA and the ac hiev emen t of her goals. Because the Mirror/ Exp ecta tio n Engine is only

in tended to obtain and deplo y exp ectation structures, it could b e necessary to supp ort it with a

soft w are for the (semi-)automatical �re-trans la tio n� of exp ectation structures in to other forms of

sp eci�cation lik e rules, and vice v ersa.

As long as the exp ectations structures dev elop in a p ositiv e w a y (i.e., they matc h the MA's goals,

deviancies are su�cien tly lo w) or no emergen t structures can b e iden ti�ed that deserv e b eing made

explicit to impro v e system p erformance, the MA do es not in terv ene. Otherwise she pro ceeds with

phase IV.

3.3.4 Phase IV: Re�nem e n t of exp ectations

In the last phase, the MA uses her kno wledge ab out the p ositiv e or negativ e emergen t prop erties of

the in teraction system to impro v e the so cial-lev el exp ectation structures. Usually , this is ac hiev ed

b y setting up exp ectation whic h discourag e �bad� ev en ts, and, if necessary , the in tro duction of new

exp ectation structures as describ ed at phases I and I I. In addition, exp ectation structures whic h

ha v e pro v ed to b e useful can b e activ ely supp orted b y e.g. increasing their exp ectation strength

and/or their normativit y . The pro cess pro ceeds with phase I I I un til all relev an t MA goals are

ac hiev ed or no further impro v emen t seems probable at least for the momen t (p er de�nition, op en

systems nev er settle on a �nal equilibrium while activ e).
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4 Case Study: The In ternet Car T rading Platform

4.1 Scenario Ov erview

In the follo wing w e presen t an example for EOM, with the MA b eing the MAS designer. Imagine

a w eb site that brings together car dealers, priv ate pre-o wned car sellers and p oten tial buy ers who

trade cars online (cf. www.i m o t o r s . c o m , www.a u t o w e b . c o m , www.a u t o i n t e r n e t . c o m , www.a u t o -

trade c e n t e r . c o m ). There is an "o�ers" section in whic h sellers can displa y images, tec hnical

details and prices of cars for sale. In the "requests" area, buy ers can p ost requests for cars that

they w ould b e in terested in. A forum is a v ailable, in whic h inquiries can b e placed, discussions,

bargaining and negotiations ma y tak e place publicly or priv ately (as forum users wish), etc.

4.2 Making T op-Lev el Design Decisions

Ha ving made a decision on taking an agen t-based approac h, the MA (the w ebsite designer in this

case) m ust dev elop a top-lev el description of the system whic h will, to the least, include decisions

regar ding infrastructure, in teraction en vironmen t and, ab o v e all, participating agen ts (or agen t

t yp es).

Here, w e will assume that the designer of the platform is designing a semi-op en system: on the

one hand, the system o�ers user in terface agen ts that monitor the platform on b ehalf of users,

pro�le users to deriv e in terests/needs and dra w their atten tion to in teresting information on the

platform. A second, pre-built t yp e of agen ts are searc h agen ts that constan tly re-org a nize the

platform's database and can searc h it e�cien tly . These can b e con tacted b y user in terface agen ts

as w ell as b y h umans for searc h purp oses. W e assume that all in teractions with these searc h agen ts

are b enev olen t, since they are not truly autonomous (they simply execute others' requests). On

the other hand, there is a n um b er of agen t t yp es that ha v e not b een designed b y the designer of

the platform. There can (and should) exist h uman and non-h uman agen ts represen ting individuals

or organiza tio ns that in teract with the platform in a "so cially" unprescrib ed w a y (only restricted

b y implemen tation-lev el proto cols and standards, e.g. FIP A compliance). Generally , these agen ts

are blac k-b o xes for the system designer.

F urther re�nemen t of these initial design decisions will require lo oking at a m ultitude of issues,

ranging from comm unication facilities and standards and capabilities of in-built pro�ling and

searc h agen ts to database mo dels etc. F or our purp oses, w e can restrict this iden ti�cation of

requiremen ts to so cial lev el c haracteris tics of the platform since these are the sub ject of the EOM

pro cess.

4.3 Iden tifying So cial Lev el Requiremen ts

As so cial-lev el goals, w e consider the follo wing motiv es of a car trading platform (CTP) pro vider:

1. Maxim um qualit y of service should b e pro vided: the range of o�ered and requested cars has

to b e broad and their sp eci�cations m ust relate to their prices; the reliabilit y of transactions

m ust b e high; trust b et w een buy ers and sellers and b et w een all users and the platform m ust

b e at a reasona ble lev el.

2. T ransaction turno v er should b e maximized, b ecause it indicates (in our example) high return

on in v estmen t for the CTP pro vider stak eholders.

3. T ra�c on the platform m ust b e maximized, to ensure high adv ertisemen t returns.

In the follo wing, w e sk etc h ho w the EOM pro cess mo del can b e applied in the analysis and design

of suc h a system.

The dilemma in designing the so cial lev el of suc h a platform is ob vious: system b eha vior should

meet the design goals and at the same time it shouldn't compromise participating external agen ts'

priv ate goals b y b eing o v ertly restrictiv e. An exp ectation-lev el mo del of so cial structures is needed

to cop e with this situation. W e next sk etc h the application of the suggested analysis and design

pro cess to the CTP .
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4.4 Implem en t i ng the EOM Pro cess

4.4.1 Phase I: Sp ecifying the so cial lev el

In the �rst step the so cial structures are mo deled in the form of (formal or informal) design

sp eci�cations. They migh t include the follo wing (w e use natural language for con v enience and

concen trate only on a few design issues for lac k of space):

1. Agen ts committing themselv es to purc hase/sell actions to w ards other m ust ful�l all resulting

obligations (deliv er, pa y , in v oice etc.)

2. Unreliable b eha vior induces reluctance to en ter business relationships on the side of others.

F raudulence leads to exclusion from the platform.

3. In terest in o�ers and requests m ust b e sho wn b y others in order to pro vide motiv ations to

k eep up the use of the platform.

The �rst sp eci�cation is v ery imp ortan t in order to foster trust among agen ts in suc h a platform.

If comm unication w ere only inducing a bunc h of lo ose pseudo-commitmen ts that are nev er k ept,

the CTP risks b ecoming a pla ygro und instead of a serious, e�cien t mark etplace. This principle

is re�ned b y item 2: the "m ust" in the �rst rule can ob viously not b e deon tically enforced on au-

tonomous agen ts, so it has to b e replaced b y a "softer" expression of obligation: b y sp ecifying that

unreliable b eha vior decreases the probabilit y of others in teracting with the unreliable individual

in the future, w e pro vide an in terpretation of the former rule in terms of "consequences" . Also, w e

distinguish "slopp y" from "illegal" b eha vior and punish the latter with exclusion from the plat-

form, a cen tralized sanction that the platform ma y imp ose. The third sp eci�cation is somewhat

more subtle: it is based on the assumption that agen ts will stop p osting o�ers and requests, if

they don't receiv e enough feedbac k. Since w e ha v e to ensure b oth a broad range of o�ers as w ell as

reasona ble tra�c on the site, w e w an t to mak e agen ts b eliev e that their participation is honored

b y others so that they k eep on participating (for priv ate buy ers this migh t b e irrelev an t, since

they buy a car once ev ery 5 y ears, but it is surely imp ortan t to ha v e plen t y of professional dealers

frequen t the site).

The pro cess of sp ecifying suc h p ossible so cietal b eha viors should b e iterated on the basis of

�scenario s � for all courses of comm unication that are of in terest and seem p ossible, so as to yield

requiremen ts for the so cial system that is to b e implemen ted.

4.4.2 Phase I I: Deriving and enacting appropriate exp ectation structures

Clearly , the three requiremen ts ab o v e can b e analyzed in terms of exp ectations, that is, as v ar-

iedly normativ e, p ossibly v olatile rules that are made kno wn to agen ts and ev olv e with observ ed

in teraction. The second phase of the EOM pro cess consists of making these abstract requiremen ts

concrete as exp ected comm unication structures. T w o suc h exp ectation structures deriv ed from

the ab o v e requiremen ts 1. and 3. are sho wn in Figures 6 and 7.

The �rst example depicts an exp ectation structure of an order-deliv er - pa y - pr o cedur e in the

CTP . It encapsulates high deliv ery and pa ymen t exp ectations (i.e., high transaction reliabilit y),

but also a more sp eci�c exp ectation as concerns a v ailabilit y statemen ts that are made b y dealers:

although it is equally probable that the requested car will b e a v ailable up on a �rst order, it is

highly unexp ected that a car that had not b een a v ailable is suddenly a v ailable up on a second,

iden tical order (in our mo del, resp onses to comm unication are supp osed to o ccur in time-spans

that are m uc h shorter than those needed to c hange sto c k). Th us, the �rst resp onse is giv en m uc h

more w eigh t, and a notion of �honest y� in resp onding to orders is assumed.

The second example is closely related to design goal 3 in tro duced ab o v e. Here, the exp ectation

structure is used to express that few p osted o�ers go unansw ered b y in terested customers, and that

the enquiries of suc h customers are resp onded to with high probabilit y . By using suc h a structure,

the designer can reassure b oth dealers and customers that it is worthwhile p osting orders and
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Place order 
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Deliver 

Pay 
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0.8:1 
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0.2:0 

0.1:0 
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   ^

 

Figure 6: So cial pr o gr am �or der-deliv e r-p a y � (buyer actions ar e shown in italic font, sel ler actions

in plain fac e, as in al l fol lowi ng �gur es, sp e e ch act ar guments ar e omitte d for lack of sp ac e):

exp e ctations ab out availa b i l i ty ar e b alanc e d; in the �availa b l e � c ase, de alers ar e exp e cte d to deliver

and customers ar e exp e cte d to p ay. In the �not availa b l e � c ase, de alers ar e exp e cte d to c on�rm

their prior statement if aske d a se c ond time (even though the pr ob abi l i ty of such a se c ond r e quest

is low).

enquiries to orders. If follo w ed b y the users of the CTP , suc h a structure w ould imply that

p ostings will b e answ ered ev en if the other part y is not actual ly in terested in the o�er/question,

and is just replying out of a sense of �p oliteness�, to the end of making ev ery one feel that their

con tributions are honored. Asso ciated with suc h con v en tions w ould b e the designer's goal to k eep

the CTP frequen ted, b y presen ting the so cial structures as op en and ric h.

These simple examples giv en, w e can return to our EOM design pro cess mo del. W e ha v e sho wn

ho w t w o so cial structure sp eci�cations w ere turned in to concrete exp ectation structures (phases I

and I I). F or lac k of space, w e ha v e concen trated on so cial pr o gr ammes and neglected roles, so cial

agen ts and v alues. Preassuming that the CTP is implemen ted and observ ed during op eration, w e

can no w pro ceed to phase I I I.

 

Post offer 

Show buyer interest 

No interest 

Respond to enquiries 

Fail to respond 

0.8:0.5 

0.2:0.5 

0.9:1 

0.1:1 

Figure 7: �Initiatives ar e honor e d� pr o gr am: it is exp e cte d that de alers r e c eive some r esp onse to

their o�ers by p otential customers, and that they r e act to enquiries themselves.
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4.4.3 Phase I I I: Monitoring structure ev olution

Unlik e phases I and I I, this phase fo cuses on observation of the system in op eration in order to

further re�ne exp ectation structures and their pro cessing. It is essen tial to k eep in mind that

the systemic exp ectation �Mirror � (as a soft w are comp onen t) lea v es plen t y of c hoices not only

as concerns the choic e of emplo y ed exp ectation structures, but also with resp ect to ho w these

structures are pr o c esse d , that is, ho w they evolve through monitored agen t b eha vior in system

op eration. T o stress this second asp ect, w e concen trate on this pro cessing of exp ectations in the

follo wing examples.

Supp ose, �rst, that w e observ e that actual b eha vior largely deviates from that assumed in

Figure 6 in that there are man y fraudulen t customers who do not comply with their obligation

to pa y once the car has b een deliv ered unless the dealer threatens with legal consequences sev eral

times. Ob viously , iden tifying suc h a problem preassumes that in teraction is trac k ed and that

in teraction patterns are statistically analyzed and ev aluated with resp ect to existing system goals.

Therefore, the soft w are engineer's primary dut y is, at this stage, to sp ot in teresting b eha viors

(b oth desirable and undesirable ones). Once realized, w e are faced with a problem. By default,

ev en though pa ymen t w as designed as a norm, the �exp ectation Mirror� w ould in sho w a high

deviancy (and since the normativit y of �pa y� is lo w er 1, it w ould in the long term ev en �truthfully�

adapt the exp ectation strengths of this exp ectation so that the strength of �fail to pa y� increases).

This w ould mean that an emergen t, hidden structure w ould b e made explicit in the system, but,

unfortunately , this w ould b e a structure that em b o dies a functionalit y whic h do es not serv e the

system goals (ev en though it has b een �selected� through actual in teraction) b ecause it w ould

mak e future dealers doubt the reliabilit y of the system.

As a second example, supp ose that the exp ectation structure in Figure 7 corresp o nds to the

actual system b eha vior, but not b ecause of some �p olite� p olicy of customers to sho w in terest in

any dealer p osting � instead, demand in cars is simply (temp orarily) so high (and ma yb e the

CTP is for some other reasons v ery attractiv e for customers) that almost no o�er p osting go es

unansw ered. Assume further, that our initial design w as to enforce �p oliteness� b y insin uating that

it w as a con v en tion of the platform, ev en if customers w ould not ha v e b een p olite at all, that is, w e

had implemen ted this exp ectation structure as rather imm utable (normativit y of 0.5/1) regardles s

of the agen ts' b eha vior.

In b oth cases, w e ha v e iden ti�ed emergen t (p ositiv e and negativ e) prop erties of the system

that m ust b e dealt with in phase IV.

4.4.4 Phase IV: Re�nem e n t of exp ectation structures

As designers of the platform, w e can react to suc h emergen t prop erties in di�eren t w a ys. T o giv e

a �a v or for the kind of decisions designers ha v e to mak e when re�ning exp ectation mo dels, w e

discuss the t w o examples men tioned ab o v e.

In the case of the �spreading fraudulen t customers�, the most straigh tforw a r d solution w ould b e

to imp ose sanctions on the fraudulen t b eha vior observ ed (i.e., to add new exp ectation structures).

Let us assume, ho w ev er, that an analysis has sho wn that it is to o costly to v erify customers'

solv ency and pa ymen t reserv es (e.g., b y inquiring other E-commerce platforms ab out them). On

the other hand, ignoring the c hanges b y k eeping the old exp ectation structure (and asserting a

high pa ymen t reliabilit y in a �propaga nda � w a y) migh t result in future inconsistencies: if to o man y

individuals realize that it do es not corresp o nd to the actual so cial structure, they will use it less,

and the �so cial design� lev el will pro vide lesser p ossibilities to in�uence system b eha vior for the

designer.

Ob viously , a trade-o� has to b e found. One p ossible solution w ould b e to extend the structure

in the w a y suggested b y Figure 8, suc h that failure to pa y results in reluctance of dealers to accept

future orders from the unreliable customer. So, in phase IV w e can sp ecify a new functionalit y that

feeds in to the system in the next cycle. As concerns the second, �p ositiv e� emergen t prop ert y , w e

migh t consider lifting the constrain t of presen ting an �imm utable� p oliteness con v en tion, in order

to allo w for optimization on the agen ts' side: making the rule normativ e implies that it w ouldn't

32



 

Fail to pay  

Urging letter  

1:1 
Fail to pay  

Pay 

0.2:1 

0.8:1 

Place order 

0.1:0 
Refuse order 

Urging letter 

1:1 

Deliver 

0.7:0.9 

0.3:0.9 

Pay 

1:1 

Figure 8: Sp e cifyi ng a new functionality.

c hange, ev en if, for example, dealers' o�ers c hanged o v er time � hence, there is little pressure for

dealers to activ ely try to meet customer demand. Th us, if w e allo w ed this exp ectation to adapt to

the actual in terest sho wn in o�ers (e.g., b y up dating exp ectation strengths as r e al probabilities,

whic h can b e ac hiev ed b y decreasing the normativit y v alue sho wn in Figure 7), dealer agen ts w ould

start noticing whic h of their p ostings are go o d (ones whic h increase the rate of customer inquiry)

and whic h aren't. (After all, maximizing mark et e�ciency in this w a y migh t help maximizing

CTP pro�ts, whic h also dep end on gross trade turno v er.) W e therefore decide to increase the

adaptivit y of this exp ectation structure.

P erforming suc h mo di�cations to the exp ectation lev el design of a system nicely illustrates ho w

rather restrictiv e so cial structures can giv e w a y to more emergen t phenomena in �safe� non-risky

situations as the one depicted here when optimization is the prominen t issue, and not the reduction

of c haos.

These simple examples underpin the usefulness of explicit mo deling of so cial structures in the

prop osed EOM pro cess mo del. In particular, they sho w ho w b oth designing so cial structur es

and designing the pr o c essing of suc h structures pla ys an imp ortan t role in the op en systems w e

en visage. Also, they illustrate the ev olutionary in tuition b ehind our design pro cess: agen ts select

so cial structures through their in teraction, and designers select them through design.

5 Conclusion

EOM is though t to b e applicable in all �elds of agen t-or ien ted researc h and engineering, where an

en tit y (a MA in our case) needs to mo del and ma yb e in�uence the b eha vior of autonomous blac k-

or gra y- b o x agen ts. Besides the p ossibilit y to implemen t EOM concepts within �ordinary � agen ts

in order to impro v e their so cial cognition and in teraction abilities, as for the future sp eci�cation

and extension of EOM, w e aim esp ecially for the area of agen t-or ien t soft w are engineering and

progra mming. Engineering agen t-orie n ted soft w are while at the same time taking autonom y as a

k ey feature of agency seriously is a great c hallenge. On the one hand, it is (among other things)

autonom y that mak es the concept of an agen t p o w erful and particularly useful, and that mak es

agen t orien tation signi�can tly distinct from standard ob ject orien tation. There is an ob vious and

rapidly gro wing need for autonomous soft w are systems capable of running in op en application en-

vironmen ts, giv en the increasing in ter-op erabilit y and in ter-connectedness among computers and

computing platforms. On the other hand, autonom y in b eha vior ma y result in �c haotic� o v erall

system prop erties suc h as uncon trollabilit y that are most undesirable from the p oin t of view of

soft w are engineering and industrial application. In fact, it is one of the ma jor driving forces of

standard soft w are engineering to a v oid exactly suc h prop erties. T o come up to eac h of these t w o
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con tradictory asp ects � the urgen t need for autonomous soft w are systems on the one hand and

the problem of undesirable system prop erties induced b y autonomous b eha vior on the other �

m ust b e a core concern of agen t-or ien ted soft w are engineering, and is the basic motiv ation un-

derlying the w ork describ ed here. A n um b er of agen t-orie n ted soft w are engineering metho ds (see

[13 , 16 ] for surv eys) as w ell as agen t-orie n ted autonom y and orga niza tio na l structure sp eci�cation

formalisms (e.g., [2 , 9 , 11 , 39 , 31 , 19 , 12 , 38 ]) are no w a v ailable. Lik e EOM, all these metho ds and

formalisms aim at supp orting a structured dev elopmen t of �non-c haotic� autonomous soft w are.

Ho w ev er, they do so in a fundamen tally di�eren t w a y , ev en compared to the most elab orated of

these framew orks whic h gran t the actors a high degree of autonom y (e.g. Op erA [10 ]): Besides the

p ossibilit y to sp ecify so cial structures delib erativ ely , EOM also le arns and r evises so cial structures

empirically from observ ed agen t in teractions at run-time, resulting in a structure-lev el mo del of

the m ultiagen t system, and restricts autonomous b eha vior only if this turns out to b e necessary

r etr osp e ctively during the ev olutionary dev elopmen t pro cess, with as few as p ossible precognition

and pre-structuring required. Against that, most of the other metho ds and formalisms sho w a

clear tendency to w ard (seriously) restricting or ev en excluding the agen ts' autonom y a priori.

Di�eren t mec hanisms for ac hieving autonom y restrictions ha v e b een prop osed, including e.g. the

hardwiring of organiza tio na l structures, the rigid prede�nition of when and ho w an agen t has to

in teract with whom, and the minimization of the individual agen ts' range of alternativ e actions.

As a consequence, metho ds based on suc h mec hanisms run the risk to create soft w are agen ts that

ev en tually are not v ery distinct from ordinary ob jects as considered in standard ob ject orien ted

soft w are engineering since man y y ears. EOM aims at a v oiding this risk b y accepting autonom y

as a necessary c haracteris tic of agency that m ust not b e ruled out headily (and sometimes ev en

can not b e ruled out at all, as it is t ypical for truly op en m ultiagen t systems). With that, EOM

is in full accordance with Jennings' claim to searc h for other solutions than the ab o v e men tioned

restrictiv e mec hanisms [17 , p. 290]. Moreo v er , EOM with its grounding on Luhmann's theory of

so cial systems precisely is in the line of Castelfranc hi's view according to whic h a so cially orien ted

p ersp ectiv e of engineering so cial order in agen t systems is needed and most e�ectiv e [6 ]. In addition

to that, and more generally , this thorough so ciolog ic a l grounding also mak es EOM di�eren t from

other approac hes that apply so ciolog ic a l concepts and terminology in a comparativ ely sup er�cial

and ad ho c manner. On these grounds, w e hop e that taking computational exp ectations as a lev el

of so cial reasoning , analysis and design op ens a qualitativ ely new p ersp ectiv e of agen t-orie n ted

soft w are.

A c kno wledgem e n ts . This w ork has b een partially supp orted b y DF G under con tracts no.

Br609 / 1 1 - 1 and Br609 / 1 1 - 2 .

Man y thanks to the review ers for their v ery useful commen ts on a draft of this article.
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